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A note on ergodicity and indistinguishability

Sébastien Martineau

October 4, 2012

Abstract

The purpose of this note is to explore the link between the ergod-
icity of the cluster equivalence relation restricted to the infinite locus
and the indistinguishability of infinite clusters. It is an important el-
ement of the dictionary connecting orbit equivalence and percolation
theory. This paper starts with a short exposition (as self-contained
as possible) of some standard material of these theories. Then, the
classical correspondence between ergodicity and indistinguishability is
presented. Finally, we introduce a notion of strong indistinguishabil-
ity that corresponds to strong ergodicity, and obtain that this strong
indistinguishability holds in the Bernoulli case.

Introduction

Orbit equivalence is a branch of ergodic theory that focuses on the dynam-
ical properties of equivalence relations. Its fruitful interactions with other
mathematical fields are numerous: operator algebra theory, foliation theory,
descriptive set theory. . . Among the many concepts of the field, a funda-
mental one is the notion of ergodicity: an equivalence relation defined on
a probability space is ergodic if every saturated set has measure 0 or 1. It
is striking to see how a definition that is usually given in the group action
context can be easily stated in the seemingly static framework of equivalence
relations.

The other fundamental notion considered in this note, indistinguishabil-
ity, belongs to percolation theory, a branch of statistical physics. Percolation
is concerned with the study of random subgraphs of a given graph. These
subgraphs are generally far from connected, and one is naturally interested
in its infinite connected components (or infinite clusters). A difficult theo-
rem due to Lyons and Schramm ([18]) states that, under some hypotheses,
if several infinite clusters are produced, they all “look alike”. This is the
indistinguishability theorem (theorem 2.9 in this note).

Its connection to some form of ergodicity should not be surprising: in
both cases, when one asks a (nice) question, all the objects — in one case,
the points of the space lying under the relation, in the other one, the infinite
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clusters — give the same answer. This connection is well-understood; see
[10], [11] and proposition 3.1.

Besides, in the orbit equivalence world, a hard theorem due to Chifan
and Ioana implies that, in certain cases, ergodicity is equivalent to a stronger
form of ergodicity; see [7] and theorem 1.11.

The purpose of this note is the following. We have seen that indistin-
guishability holds, and that it is equivalent to some ergodicity; besides, using
Chifan-Ioana theorem, one can, in the correct context, strengthen this er-
godicity. We will define a notion of strong indistinguishability and prove
its equivalence to strong ergodicity; this is theorem 3.2. As a byproduct,
one will obtain strong indistinguishability for percolations where Lyons-
Schramm theorem and Chifan-Ioana theorem can both be applied, which
includes Bernoulli percolation. This is corollary 3.3.

Since this work lies at the interface between percolation and orbit equiv-
alence theories, I have made this note self-contained, so that the orbit equiv-
alence part can be read without prerequisite by a percolation theorist and
vice versa. The first section presents what will be needed of orbit equiva-
lence theory. The second one deals with percolation theory. The third and
last section recalls the classic correspondence between ergodicity and indis-
tinguishability and explores the correspondence between strong ergodicity
and the notion of strong indistinguishability defined in this note.
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Terminology

If R is an equivalence relation defined on a set X, the R-class of x is

[x]R := {y ∈ X : xRy}

A subset A of X is said to be R-saturated, or R-invariant, if

∀x ∈ A, [x]R ⊂ A

The R-saturation of a subset A of X is the smallest subset R-saturated
subset of X that contains A. Concretely, it is

⋃

x∈A [x]R.
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1 Orbit equivalence theory

This section presents standard definitions and theorems from orbit equiva-
lence theory (except for lemma 1.13). For details relative to subsection 1.0,
one can refer to [14]. For subsequent parts of this section, a possible refer-
ence is [15].

1.0 Generalities on the standard Borel space

A measurable space X is called a standard Borel space if it can be endowed
with a Polish topology inducing its σ-algebra. For instance, {0, 1}N endowed
with the product σ-algebra is a standard Borel space. A measurable subset
of a standard Borel space is called a Borel subset.

The following general results on standard Borel spaces will be used with-
out explicit mention.

Theorem 1.1. Any Borel subset of a standard Borel space is itself a stan-
dard Borel space.

Let X and Y be two measurable spaces. A bijection f : X → Y is a Borel
isomorphism if f and f−1 are measurable. If X = Y , we speak of Borel
automorphism.

Theorem 1.2. Let X and Y be standard Borel spaces. If f : X → Y is a
measurable bijection, then f−1 is automatically measurable, hence a Borel
isomorphism.

Theorem 1.3. Every non-countable standard Borel space is isomorphic to
[0, 1]. (In particular, we have a form of continuum hypothesis for standard
Borel spaces.)

1.1 Countable Borel equivalence relations

Let Γ be a countable group and Γ y X be a Borel action of it on a standard
Borel space. By Borel action, we mean that every γ ∈ Γ induces a Borel
automorphism of X. Such an action induces a partition of X into orbits.
Let us consider R (or RΓyX) the relation “being in the same orbit” and call
it the orbit equivalence relation of Γ y X. It is a subset of X2. Since Γ is
countable, the following assertions hold:

• R is countable, i.e. every R-class is (finite or) countable ;

• R is Borel, as a subset of X2.

The following theorem provides a reciprocal:
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Theorem 1.4 (Feldman-Moore, [8]). Every countable Borel equivalence
relation on a standard Borel space is induced by a Borel action of some
countable group.

In other words, every countable Borel equivalence relation on a standard
Borel space is an orbit equivalence relation. This is why the theory of
“countable Borel equivalence relations” is called “orbit equivalence theory”.

1.2 Measure invariance

When dealing with a Borel action of Γ on a probability space, it makes
sense to speak of invariance of the probability measure. The purpose of this
subsection is to define this notion for countable Borel equivalence relations.
To begin with, one needs to know how the standard Borel space behaves
when it is endowed with a probability measure.

Definition. A standard probability space is a standard Borel space endowed
with a probability measure.

Theorem 1.5. Every atomless standard probability space (X,µ) is isomor-
phic to [0, 1] endowed with its Borel σ-algebra and the Lebesgue measure,
i.e. there exists a measure-preserving Borel isomorphism between (X,µ)
and ([0, 1],dx).

Throughout this paper, standard probability spaces will implic-
itly be assumed atomless.

Having a nice measured space to work on is not enough to provide a
notion of invariance of the measure; to do so, one needs relevant transfor-
mations, presented below.

Definition. If R is a countable Borel equivalence relation, [R] is the group
of the Borel automorphisms of X whose graph is included in R. A partial
Borel automorphism of X is a Borel isomorphism between two Borel subsets
of X. One denotes by [[R]] the set of partial Borel automorphisms whose
graph is included in R.

Remark. In the literature, X is often equipped with a “nice” probability
measure1 and the notations [R] and [[R]] are also used to denote the objects
defined above, quotiented out by almost everywhere agreement. In this
paper, we will stick to the definition we gave, that can be found in [15].

Remark. As exemplified by the theorem below, these Borel automorphisms
allow us to mimic intrinsically the “group action” definitions in the “orbit
equivalence” setting.

1Here, “nice” means “R-invariant”, which will be defined using [R] (as defined above).
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Theorem 1.6. Let R be a countable Borel equivalence relation on a stan-
dard probability space (X,µ). The following assertions are equivalent:

• there exist Γ a countable group and Γ y X a measure-preserving Borel
action of it such that R = RΓyX ;

• every Borel action of a countable group that induces R preserves µ;

• every element of [R] preserves µ;

• every element of [[R]] preserves µ.

When any of these equivalent properties is satisfied, we say that the measure
µ is preserved by R, or that it is R-invariant.

Henceforth, X will always be an atomless standard probabil-
ity space and the equivalence relations we will consider on X
will always be measure-preserving countable Borel equivalence
relations.

Remark. There is no uniqueness theorem (analogous to 1.3 or 1.5) for the
object (X,µ,R); this is why orbit equivalence theory is not empty. Another
fact to keep in mind is that the space X/R essentially never bears a natural
standard Borel structure (even though R is Borel).

1.3 Amenability and hyperfiniteness

Amenability of a group can be defined in many equivalent ways; for our
purpose, the following characterization will be enough.

Theorem 1.7. A countable group Γ is amenable if and only if there exists
a Reiter sequence, i.e. fn ∈ ℓ

1(Γ) such that:

• ∀n, fn ≥ 0 and ‖fn‖1 = 1;

• ∀γ ∈ Γ, ‖fn − γ · fn‖1 −→
n→∞

0.

In the theorem above, Γ acts on ℓ1(Γ) via γ · f(η) := f(γ−1η). Taking the inverse
of γ guarantees that this defines a left action. Besides, the action it induces on
indicator functions corresponds to the natural action Γ y Subsets(Γ), i.e. we have
γ · 1A = 1γA.

This theorem in mind, the following definition of the amenability of an
equivalence relation is natural.
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Definition. Let R be a countable Borel equivalence relation on (X,µ).
One says that R is µ-amenable if and only if there exists a sequence of Borel
functions fn : R→ R

+ such that, if we set fn,x : y 7→ fn(x, y),

• ∀x ∈ X,
∑

y∈[x]R
fn,x(y) = 1;

• there exists a full-measure R-invariant Borel subset A ⊂ X such that

∀(x, y) ∈ (A×A) ∩R, ‖fn,x − fn,y‖1 −→
n→∞

0

Comment. In the definition above (and in others), one can indifferently impose A
to be R-invariant or not. Indeed, it can be deduced from theorem 1.4 that the
R-saturation of a µ-negligible set is still µ-negligible. (Recall that all considered
equivalence relations are tacitly assumed to preserve the measure.)

Proposition 1.8 shows that this definition is a nice extension of the classic
notion of amenability (for countable groups) to equivalence relations.

Notation. Let Γ y X be a Borel action of a countable group on a standard
Borel space. If X is endowed with an atomless probability measure µ that
is Γ-invariant, we will write Γ y (X,µ).

Proposition 1.8. Let Γ y (X,µ) be a measure-preserving action. If Γ is
amenable, then RΓyX is µ-amenable. Besides, if Γ y X is free, then the
converse holds.

It is easy to see that finite equivalence relations (i.e. whose classes are
finite) are amenable: one just needs to set fn,x(y) = 1

|[x]R| . The proof
naturally extends to hyperfinite equivalence relations, defined below.

Definition. An equivalence relation R on a standard Borel space X is
said to be hyperfinite if it is a countable increasing union of finite Borel
equivalence subrelations. (No measure appears in this definition.) If µ is an
R-invariant probability measure on X, R is hyperfinite µ-almost everywhere
if there exists a full-measure Borel subset A ⊂ X such that R ∩ (A × A) is
hyperfinite.

Example. The group Γ∞ :=
⊕

n∈N Z/2Z is the increasing union of the sub-
groups ΓN :=

⊕

n≤N Z/2Z. Hence, any RΓ∞yX is hyperfinite. Besides, Γ∞

is amenable: set fn = 1Γn

|Γn| . Hence, any RΓ∞y(X,µ) is µ-amenable.

Theorem 1.9 (Connes-Feldman-Weiss, [6]). Let R be a Borel count-
able equivalence relation on (X,µ). It is µ-amenable if and only if it is hy-
perfinite µ-a.e. In other words, µ-amenability and “hyperfiniteness µ-a.e.”
are the same notion.

6



1.4 Ergodicity and strong ergodicity

1.4.1 Ergodicity

Definition. Let Γ y (X,µ) be a measure-preserving action. It is said to
be ergodic if, for every Γ-invariant Borel subset B of X, either µ(B) = 0 or
µ(B) = 1.

Definition. An equivalence relation R on a standard probability space
(X,µ) is said to be ergodic (or µ-ergodic) if, for every R-invariant Borel
subset B of X, either µ(B) = 0 or µ(B) = 1.

Remark. Let Γ y (X,µ) be a measure-preserving group action. Let A be a
subset of X. Notice that it is the same for A to be Γ-invariant or RΓyX-
invariant. This means that the following assertions are equivalent:

• ∀γ ∈ Γ, γ · A = A

• ∀x ∈ A,∀y ∈ X,xRΓyXy =⇒ y ∈ A

In particular, Γ y X is ergodic if and only if RΓyX is ergodic.

The Bernoulli example. Let Γ be an infinite countable group and (Σ, ν) de-
note either ([0, 1],Leb) or ({0, 1},Ber(p)) = ({0, 1}, (1 − p)δ0 + pδ1). Let
A denote either Γ or the edge-set of a Cayley graph of Γ. (The definition
of Cayley graphs is recalled in subsection 2.1.) Let S be the equivalence
relation induced by the shift action of Γ on

(

ΣA, ν⊗A
)

defined by

γ · (σa)a∈A = (σγ−1a)a∈A

This equivalence relation preserves ν⊗A and is ergodic.

The following theorem states that the amenable world shrinks to a point
from the orbital point of view.

Theorem 1.10 (Dye). Every countable Borel equivalence relation that is
ergodic and hyperfinite µ-a.e. is isomorphic to the orbit equivalence relation

of
(

Z y

(

{0, 1}Z,Ber(1/2)⊗Z

))

. This means that if R is such a relation on

a standard probability space (X,µ), there exist

• a full-measure R-invariant Borel subset A of X,

• a full-measure Z-invariant Borel subset B of {0, 1}Z,

• a measure-preserving Borel isomorphism f : A→ B

such that ∀x, y ∈ A,xRy ⇔ f(x)RZy{0,1}Zf(y).
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1.4.2 Strong ergodicity

The notion of strong ergodicity, presented in this paragraph, is due to
Schmidt ([19]).

Definition. If Γ y (X,µ) and if (Bn) is a sequence of Borel subsets of X,
it is asymptotically Γ-invariant (with respect to µ) if

∀γ ∈ Γ, µ((γ ·Bn)△Bn) −→
n→∞

0.

The action Γ y (X,µ) is said to be strongly ergodic if, for every asymptot-
ically Γ-invariant sequence of Borel sets (Bn),

µ(Bn)(1 − µ(Bn)) −→
n→∞

0

Making use of [R], one can extend this notion to equivalence relations.

Definition. Let R be an equivalence relation on a standard probability
space (X,µ). A sequence (Bn) of Borel subsets of X is said to be asymptot-
ically R-invariant (with respect to µ) if

∀φ ∈ [R], µ(φ(Bn)△Bn) −→
n→∞

0

Definition. The equivalence relation R is said to be strongly ergodic if, for
every asymptotically R-invariant sequence of Borel sets (Bn),

µ(Bn)(1 − µ(Bn)) −→
n→∞

0

Remark. It can be checked that, if Γ y (X,µ) is a measure-preserving
action, (Bn) is asymptotically Γ-invariant (in the “group action” sense) if
and only if it is asymptotically RΓyX -invariant (in the “relation” sense). In
particular, Γ y (X,µ) is strongly ergodic if and only if RΓyX is strongly
ergodic.

Remark. It is clear that strong ergodicity implies ergodicity (if B is invari-
ant, set Bn := B for all n and apply strong ergodicity). What may be
less clear is that the converse does not hold. In fact, it is not hard to see
that the unique ergodic amenable relation is not strongly ergodic: consider
an ergodic measure-preserving action of Γ∞ :=

⊕

n∈N Z/2Z on a standard
probability space (X,µ), for example the Bernoulli shift. For N ∈ N, set
as previously ΓN :=

⊕

n≤N Z/2Z. Since ΓN is finite, the restricted action
ΓN y (X,µ) admits a fundamental domain D, that is a Borel subset that
intersects each orbit in exactly one point2. One can find a Borel subset of
D of measure µ(D)

2 . Then, define BN as the RΓNyX-saturation of D. Each
BN has measure 1

2 and is ΓM -invariant for M ≤ N , which ends the proof.

2To get such a fundamental domain, one can think of X as [0, 1] and keep a point iff
it is the smallest in its orbit for the usual ordering of the interval.
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The following theorem will be crucial in section 3 because it allows, under
conditions, to deduce strong ergodicity from ergodicity. In its statement, S
stands for the relation introduced in the Bernoulli example of 1.4.1 and
(X,µ) for its underlying standard probability space.

Theorem 1.11 (Chifan-Ioana). Let B be a Borel subset of X and R be

a non-amenable ergodic equivalence subrelation of
(

S|B ,
µ

µ(B)

)

. The relation

R is automatically strongly ergodic.

Comment. In fact, [7] proves a lot more. But since we do not need the full
result of Chifan and Ioana, we will stick to the stated version.

1.5 Graphings

A graphing of a relation R on X is an at most countable family (ϕi) of partial
Borel automorphisms of X that generate R as an equivalence relation, i.e.
such that the smallest equivalence relation that contains their graphs is R.
In particular, the Borel partial automorphisms that appear in a graphing
belong to [[R]]. The notion of graphing generalizes to relations the notion
of generating system.

Notice that the data of a graphing endows each R-class with a struc-
ture of connected graph: put an edge from x to x′ if there is an i such
that x belongs to the domain of ϕi and x′ = ϕi(x). One can do this with
multiplicity.

Example. Let Γ be a finitely generated group and S a finite generating
system of Γ. Let Γ y X be a Borel action on a standard Borel space. For
s ∈ S, let ϕs denote the Borel automorphism implementing the action of
s−1. Then, (ϕs)s∈S is a graphing of RΓyX . Let us take a closer look at the
graph structure.

Let G = (V,E) = (Γ, E) denote the Cayley graph of Γ relative to S (see
subsection 2.1 for the definition); for this example, we will use the concrete
definition of Cayley graphs and take the vertex-set to be Γ. If the action is
free, then, for every x, γ 7→ γ−1 · x is a graph isomorphism between G and
the graphed orbit of x. The only point to check is that the graph structure
is preserved. For all (γ, η, x) ∈ Γ× Γ×X,

(γ, η) ∈ E ⇔ ∃s ∈ S, η = γs

⇔ ∃s ∈ S, η−1 = s−1γ−1

⇔ ∃s ∈ S, η−1 · x = s−1γ−1 · x

⇔ (η−1 · x, γ−1 · x) is an edge

The point in putting all these inverses is that, this way, we only work with
Cayley graphs on which the group acts from the left. If the action is not
assumed to be free, γ 7→ γ−1 · x is only a graph-covering.
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Theorem 1.12. Let R be a countable Borel equivalence relation on X that
preserves the atomless probability measure µ. If it admits a graphing such
that µ-a.e. x has an orbit that has two ends, seen as a graph, then R is hyper-
finite µ-a.e. If it admits a graphing such that µ-almost every x has an orbit
that has infinitely many ends, seen as a graph, then R is not “hyperfinite
µ-a.e.”.

This theorem is the corollaire IV.24 of [9]. It is a statement among
several of the kind (see [1], [12]).

1.6 A lemma on asymptotic invariance

We end this section with the statement and proof of a lemma that will be
needed in subsection 3.2.

Lemma 1.13. A sequence (Bn) of Borel subsets of X is µ-asymptotically
R-invariant if and only if for every Borel (not necessarily bijective) map
φ : X → X whose graph is included in R, µ(φ−1(Bn)△Bn) −→

n→∞
0.

Remark. This result is false if we replace φ−1(Bn) with φ(Bn). Indeed, a
Borel map whose graph is included in R may have a range of small measure.
For instance, take the “first-return in [0, ǫ[ map” for an action of Z on
R/Z ≃ [0, 1[ by irrational translation.

Proof. One implication is tautological. To establish the other, assume that
(Bn) is asymptotically invariant and take φ a Borel map from X to X whose
graph is included in R.

There exist

• a partition X =
⊔

i∈NXi of X into countably many Borel subsets,

• countably many ϕi ∈ [R],

such that for all i, φ and ϕi coincide on Xi (this can be proved using theo-
rem 1.4). Let ǫ be a positive real number. Take N such that µ (

⊔

i>N Xi) < ǫ.
For every i and n, we have,

φ−1(Bn)△Bn
ǫ
≃

⊔

i≤N

Xi ∩ (φ−1(Bn)△Bn)

=
⊔

i≤N

Xi ∩ ((ϕi)−1(Bn)△Bn)

⊂
⋃

i≤N

(ϕi)−1(Bn)△Bn,

where A
ǫ
≃ B means that µ(A△B) ≤ ǫ.

Since µ
(

⋃

i≤N (ϕi)−1(Bn)△Bn
)

goes, by hypothesis, to 0 as n goes to
infinity, the lemma is established. ⊓⊔
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2 Percolation

Percolation is a topic coming originally from statistical mechanics ([13]).
After a foundational paper by Benjamini and Schramm ([5]), strong connec-
tions with group theory have developed. This section presents the objects
and theorems that will be needed in the section 3. For more information
about this material, one can refer to [10], [16] and [17].

2.1 General definitions

From here on, Γ will be assumed to be finitely generated.

Let S be a finite generating set of Γ. Define a graph by taking Γ as
vertex-set and putting, for each γ ∈ Γ and s ∈ S, an edge from γ to γs.
This defines a locally finite connected graph G = (V,E) that is called the
Cayley graph of Γ relative to S. The action of Γ on itself by multiplication
from the left induces a (left) action on G by graph automorphisms; it is
free and transitive as an action on the vertex-set. In fact, a locally finite
connected graph G is a Cayley graph of Γ if and only if Γ admits an action
on G that is free and transitive on the vertex-set.

We have defined G explicitly to prove that Γ admits Cayley graphs,
but further reasonings shall be clearer if one forgets that V = Γ and just
remembers that G is endowed with a free vertex-transitive action of Γ. Thus,
in order to get an element of Γ from a vertex, one will need a reference point.
Let ρ be a vertex of G, that we shall use as such a reference or anchor point.
Any vertex v ∈ V can be written uniquely in the form γ · ρ.

The action Γ y E induces a shift action Γ y Ω := {0, 1}E . A (bond)
percolation will be a probability measure on Ω. It is said to be Γ-invariant
if it is as a probability measure on Ω.

In what follows, all considered percolations will be assumed
to be Γ-invariant. Besides, for simplicity, we will work under
the implicit assumption that P is atomless, so that (Ω,P) will
always be a standard probability space.

A point ω of Ω is seen as a subgraph of G the following way: V is its set
of vertices, and ω−1({1}) its set of edges. In words, keep all edges whose
label is 1 and throw away the others. The connected components of this
graph are called the clusters of ω. If v ∈ V , its ω-cluster will be denoted by
C(ω, v). For v ∈ V , ω 7→ C(ω, v) is a Borel map, since the set of finite paths
in G is countable.

For ω ∈ Ω, we set V∞(ω) := {v ∈ V : |C(ω, v)| = ∞}. If (u, v) ∈ V 2, we
will use u←→

ω
v as an abbreviation for “u and v are in the same ω-cluster”.
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N∞(ω) denotes the number of infinite clusters of ω. All these functions are
Borel.

2.2 Independent percolation

The simplest interesting example of percolation is the product measure
Ber(p)⊗E , for p ∈ [0, 1]; it will be denoted by Pp. Such percolations are
called independant or Bernoulli percolations.

We are interested in the emergence of an infinite cluster when p increases.
Let θG : p 7→ Pp[|C(ω, ρ)| =∞], the percolation function of G.

Endow [0, 1]E with the probability P[0,1] := Leb([0, 1])⊗E . Notice that
Pp is the push-forward of P[0,1] by the following map

πp : [0, 1]E −→ {0, 1}E

x 7−→ (1x(e)<p)e∈E

Realizing probability measures as distributions of random variables suit-
ably defined on a same probability space is called a coupling. A fundamental
property of this coupling is that, when x ∈ [0, 1]E is fixed, p 7→ πp(x) is non-
decreasing for the product order. One deduces the following proposition.

Proposition 2.1. The function θG is non-decreasing.

Corollary 2.2. There exists a unique real number pc(G) ∈ [0, 1] such that
the following two conditions hold:

• ∀p < pc(G), θG(p) = 0

• ∀p > pc(G), θG(p) > 0

One calls pc(G) the critical probability of G.

Remark. When pc(G) is not trivial (neither 0 nor 1), this result establishes
the existence of a phase transition. One cannot have pc(G) = 0, but pc(G) =
1 may occur (e.g. it does for Z).

The following theorems describe almost totally the phase transitions re-
lated to the number of infinite clusters.

Proposition 2.3. For all p ∈ [0, 1], N∞ takes a Pp-almost deterministic
value, which is 0, 1 or ∞. In particular, this value is 0 if p < pc(G) and 1
or ∞ if p > pc(G).

Theorem 2.4 (Häggström-Peres). There exists a unique real number
pu(G) ∈ [pc(G), 1] such that the following two conditions hold:

• ∀p < pu(G),Pp[N∞ = 1] = 0
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• ∀p > pu(G),Pp[N∞ = 1] = 1

One calls pu(G) the uniqueness probability of G.

Remark. If Γ is amenable, proposition 2.7 gives pc(G) = pu(G). The converse
is conjectured.

Proposition 2.5 ([3]). If Γ is non-amenable, Ppc(G)-almost surely, there
is no infinite cluster.

Conjecture 2.6. If pc(G) < 1, then, Ppc(G)-almost surely, there is no infi-
nite cluster.

The phase transition theorems are roughly summarized in the picture
below. Remember that the quantities pc, pu and 1 may coincide.

pc pu0 1
N∞ = 0 N∞ =∞ N∞ = 1

2.3 Generalized percolation

The notion of generalized percolation that is presented in this subsection is
due to Gaboriau ([10]).

Let Γ y (X,µ) be a Borel action on a standard probability space. As-
sume that it is provided together with a Γ-equivariant map π : X → Ω =
{0, 1}E . This will be called a generalized (Γ-invariant) percolation. As for
percolations, we will omit the “Γ-invariant”.

To begin with, let us see how this notion is connected to the one pre-
sented in subsection 2.1. If a generalized percolation is given (we will stick to
the notations above), then π⋆µ, the pushforward of µ by π, is a (Γ-invariant)
percolation (that may have atoms). Conversely, if P is a (Γ-invariant atom-
less) percolation, one can consider the Bernoulli shift action Γ y X = Ω
together with π : X → Ω the identity. Via this procedure, one can redefine in
the percolation setting any notion introduced in the generalized framework.

Notice that the πp’s of the standard coupling, introduced at the be-
ginning of subsection 2.2, provide interesting examples of such generalized
percolations.

This setting provides the same atomless measures on Ω as the previous
one, but it allows more flexibility in our way to speak of them. In the next
subsection, we will discuss properties of clusters. The usual setting allows to
speak of properties such that “being infinite”, “having three ends”, “being
transient for simple random walk”. The generalized one will allow us, if we
consider Γ y [0, 1]E together with πp1

, to speak of “the considered p1-cluster
contains an infinite p0-cluster”.
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2.4 Cluster indistinguishability

In this subsection, we work on a given generalized percolation. The action
is denoted by Γ y (X,P) and the equivariant map by π.

Notation. We call vertex property, or property, a Borel Γ-invariant Boolean
function on X × V , i.e. a Borel function

P : X × V → {true, false}

which is invariant under the diagonal action of Γ. If S ⊂ V , P+(x, S) will
mean “all the vertices in S satisfy P (x, .)”. More formally, we define

P+(x, S) := “∀v ∈ S,P (x, v)”

We also set

• P−(x, S) := “∀v ∈ S,¬P (x, v)”

• P±(x, S) := “P+(x, S) ∨ P−(x, S)”

P±(x, S) means “all the vertices in S agree on P (x, .)”. Finally, one will
write V π

∞ for V∞ ◦π.

Example. The degree of a vertex in a graph is its number of neighbors. “The
vertex v has degree 4 in π(x) seen as a subgraph of G” is a property.

Definition. We call cluster property a property P such that P (x, v) ⇔
P (x, u) as soon as u←→

π(x)
v. In words, it is a vertex property such that, for

any x, P (x, .) is constant on π(x)-clusters.

Example. The previous example is (usually) not a cluster property, since,
usually, there exist subgraphs of G where some component has some vertices
of degree 4 and others of other degree. “The π(x)-cluster of v is infinite”,
“the π(x)-cluster of v is transient”, “the π(x)-cluster of v has a vertex of
degree 4” are cluster properties.

Counter-example. “The π(x)-cluster of v contains ρ” is not a cluster prop-
erty, because of the lack of Γ-invariance. This is to avoid such “properties”
that Γ-invariance is required in the definition of vertex properties; allowing
them would automatically make any indistinguishability theorem false, since
they make the distinction between the cluster of the origin and others.

Example. Here is another example of cluster property: this one can be (di-
rectly) considered only in the generalized setting. Consider X = [0, 1]E and
0 < p0 < p1 < 1. We take π = πp1

(see subsection 2.2). The property
“the πp1

(x)-cluster of v contains an infinite πp0
(x)-cluster” is a cluster prop-

erty. It has been considered by Lyons and Schramm in [18] to derive the
Häggström-Peres theorem from indistinguishability.
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Definition. The considered generalized percolation will be said to satisfy
(infinite cluster) indistinguishability (or one will say that its infinite clusters
are indistinguishable) if, for every cluster property P ,

P[P±(x, V π
∞(x))] = 1.

Of course, this notion is empty as soon as P[N∞(π(x)) ≤ 1] = 1, e.g. for Pp

when Γ is amenable.

Remark. Assume momentarily that Γ y (X,P) is ergodic and that the
infinite clusters are indistinguishable. Then for every cluster property P , by
indistinguishability,

P[P+(x, V π
∞(x)) or P−(x, V π

∞(x))] = 1

Besides, by ergodicity, P[P+(x, V π
∞(x))] and P[P−(x, V π

∞(x))] are 0 or 1.
Altogether, these identities guarantee that

P[P+(x, V π
∞(x))] = 1 or P[P−(x, V π

∞(x))] = 1

To state the indistinguishability theorem in its natural form, we need to
introduce the notion of insertion-tolerance.

2.5 Insertion-tolerance

In this subsection, we work with non-generalized percolations.

Definition. If (ω, e) ∈ Ω × E, one denotes by ωe the unique element of
Ω equal to ω on E\{e} taking the value 1 at e. One sets Πe : ω 7→ ωe. A
percolation is said to be insertion-tolerant if for every Borel subset B ⊂ Ω,
for every edge e,

P[B] > 0⇒ P[Πe(B)] > 0.

Example. For p > 0, Pp is always insertion-tolerant.

Proposition 2.7. If Γ is amenable and if P is an insertion-tolerant perco-
lation on G, then P[N∞(ω) ≤ 1] = 1.

Proposition 2.8 ([18], proposition 3.10). If P is an insertion-tolerant
percolation on G that produces a.s. at least two infinite clusters, then, a.s.,
it produces infinitely many infinite clusters and each of them has infinitely
many ends.

Now that insertion-tolerance has been introduced, we can state the in-
distinguishability theorem of Lyons and Schramm ([18]).

Theorem 2.9 (Lyons-Schramm,[18]). Any insertion-tolerant percolation
has indistinguishable infinite clusters.

15



2.6 Percolation and orbit equivalence

In this subsection, we work with a generalized percolation, where the action
is denoted by Γ y (X,P) and the equivariant map by π.

The cluster equivalence relation is defined on X the following way. Two
configurations x and x′ in X are said to be Rcl-equivalent if there exists
γ ∈ Γ such that γ−1 · x = x′ and γ · ρ ←→

π(x)
ρ. In words, an Rcl-class is a

configuration up to Γ-translation, with a distinguished cluster, the one of
the root ρ.

Every generalized percolation is Rcl-invariant, since Rcl is a subrelation
of RΓyX .

Let S denote the generating set associated to the choice of the Cayley
graph G. For s ∈ S, let ϕ̃s : x 7→ s−1 ·x, defined only where the edge (ρ, s ·ρ)
is π(x)-open. This graphing induces on [x]Rcl

the graph structure of the
π(x)-cluster of the anchor point ρ. This remark, together with theorem 1.12
and proposition 2.8, provides the following proposition.

Proposition 2.10. For any insertion-tolerant classic percolation such that
N∞ is almost surely infinite, Rcl is non-amenable.

3 Ergodicity and indistinguishability

Throughout this section, we will work with a generalized percolation. The
underlying standard probability space will be denoted by (X,P) and the
equivariant map by π.

3.1 Classic connection

The infinite locus is defined as

X∞ := {x ∈ X : |[x]Rcl
| =∞} = {x ∈ X : |C(π(x), ρ)| =∞}

Remember that if there is no π in the first description, it is because it is hidden in
Rcl. Let R denote the restriction of Rcl to X∞ ×X∞.

Proposition 3.1 (Gaboriau-Lyons, [11]). Consider a generalized per-
colation defined by Γ y (X,P) and π : X → Ω a Γ-equivariant map. Assume
that Γ y (X,P) is ergodic and P[X∞] > 0. Then the considered generalized
percolation has indistinguishable clusters iff R is P

P[X∞]-ergodic.

As a preliminary for the next subsection, we detail the proof of this
theorem, which can be found in [11]. With the following reading grid in
mind, the formal proof should not be obscure. In the following “dictionary”,
the bijection ψ : Γ\(X × V )→ X induced by ψ0 : (x, γ · ρ) 7→ γ−1 · x is the
translator.
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Orbit equivalence Percolation

X
ψ
←→ Γ\(X × V )

γ−1 · x [(x, γ · ρ)]
Borel subset vertex property
Rcl-class cluster

Rcl-invariant cluster property
ergodicity of R indistinguishability

graphing graph structure

New items will be added to this “dictionary” in subsection 3.2.

Proof. Assume that R is ergodic. Let us prove that P has indistinguish-
able infinite clusters. Let P be a cluster property. Consider

A := {x ∈ X∞ : P (x, ρ)}

It is an R-invariant Borel subset of X∞. Assume that P[P+(x, V π
∞(x))] < 1;

we want to show that P[P−(x, V π
∞(x))] = 1. By assumption, there must

exist v = γ · ρ ∈ V such that

P[{x : v ∈ V π
∞(x) ∧ ¬P (x, v)}] > 0.

Since P and P are Γ-invariant,

P[X∞\A] = P[{x : ρ ∈ V π
∞(x) ∧ ¬P (x, ρ)}]

= P
[{

x : ρ ∈ V π
∞(γ−1 · x) ∧ ¬P (γ−1 · x, ρ)

}]

= P[{x : v ∈ V π
∞(x) ∧ ¬P (x, v)}] > 0

Since A is R-invariant and R is ergodic, P[X∞\A] = P[X∞]. Hence, P[A] =
0. By invariance and countability, P

[

⋃

γ γ · A
]

= 0. This means that

P[{x : ∃v ∈ V, v ∈ V π
∞(x) ∧ P (x, v)}] = 0

so that P[P−(x, V π
∞(x))] = 1. This ends the proof of the first implication.

Now, assume that P has indistinguishable infinite clusters. We want to
show that R is P

P[X∞] -ergodic. Let A be a Borel R-invariant subset of X∞.
Since our assumption is about properties, we need to build a property out
of A. Set

P (x, v) := “ψ0(x, v) ∈ A”

Since ψ0 is constant on Γ-orbits, P is a property (it is Γ-invariant). Besides,
A being R-invariant, P is a cluster property. Using indistinguishability
of infinite clusters, the ergodicity of Γ y (X,P) and the first remark of
subsection 2.4, we have

P[P+(x, V π
∞(x))] = 1 or P[P−(x, V π

∞(x))] = 1.
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By symmetry, we can assume that the first case occurs. By definition of P
and X∞,

{x ∈ X : P+(x, V π
∞(x))} ∩X∞ ⊂ A

(In words, if ρ is connected to infinity and P (x, .) holds for every vertex connected
to infinity, then P (x, ρ) holds.) In particular, since P[P+(x, V π

∞(x))] = 1, we
have P[A ∩X∞] = P[X∞], so that R is ergodic. ⊓⊔

3.2 Strong version

Consider Pp for p ∈ (pc(G), pu(G)). By theorems 1.11, 2.9 and 2.10 and
proposition 3.1, its cluster equivalence relation is strongly ergodic on the
infinite locus. One would like to deduce from this information a strong form
of indistinguishability of Pp. This idea is due to Damien Gaboriau.

Another way to describe our goal is to say that we look for a proposition
similar to proposition 3.1 for strong notions. This is achieved in theorem 3.2.

Again, everything will be stated for a generalized percolation, with the
same notations as previously.

Definition. We call re-anchoring, or rerooting, a Borel map

α : X × V −→ V
(x, v) 7−→ uαx,v

which is Γ-equivariant under the diagonal action and such that

∀(x, v) ∈ X × V, uαx,v ←→
π(x)

v

It is said to be vertex-bijective if for every x, v 7→ uαx,v is bijective.

In words, a re-anchoring is a Γ-equivariant way of changing of position
within one’s cluster.

Example. If γ ∈ Γ, setting

uαx,v :=







γ · v if v ←→
π(x)

γ · v

v otherwise

defines a re-anchoring.

Definition. Let (Pn) be a sequence of vertex properties. Let P be a per-
colation. We will say that (Pn) is an asymptotic cluster property (for P) if,
for any rerooting α,

∀v ∈ V,P
[{

x ∈ X : Pn(x, v)⇔ Pn
(

x, uαx,v

)}]

−→
n→∞

1 (1)
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Remark. For a given rerooting, the convergence (1) holds for all v as soon
as it holds for one, by Γ-invariance and -equivariance.

Remark. This definition of “depending asymptotically only on one’s clus-
ter3” is quite natural if one looks for a translation of strong ergodicity, but
it may not be the clearest definition from a probabilistic point of view. For
a probabilistically more natural definition, see subsection 3.4.

Notation. In what follows, A ⋐ B means that A is a finite subset of B.

Definition. We will say that P satisfies the strong indistinguishability prop-
erty if, for every P-asymptotic cluster property (Pn) and every Λ ⋐ V ,

P[P±
n (x, V π

∞(x) ∩ Λ)] −→
n→∞

1.

Remark. Subsection 3.4 makes the definition of asymptotic cluster property
look like the conclusion of strong indistinguishability.

Theorem 3.2. Consider a generalized percolation such that Γ y (X,P) is
strongly ergodic and P[X∞] > 0. It satisfies the strong indistinguishability
property iff R is P

P[X∞]-strongly ergodic.

The few lines at the beginning of the current subsection allow us to
derive the following corollary from this theorem (even for p = pu(G), if the
assumption of the corollary is satisfied for this parameter).

Corollary 3.3. As soon as Pp produces infinitely many infinite clusters,
it satisfies the strong indistinguishability property.

As for proposition 3.1, a reading grid may help getting through the proof
of theorem 3.2:

Orbit equivalence Percolation

X
ψ
←→ Γ\(X × V )

γ−1 · x [(x, γ · ρ)]
Borel subset vertex property
Rcl-class cluster

Rcl-invariant cluster property
ergodicity of R indistinguishability
φ s.t. gr(φ) ⊂ Rcl rerooting

φ ∈ [R] vertex-bijective rerooting
asymptotically Rcl-invariant asymptotic cluster property

strong ergodicity of R strong indistinguishability
graphing graph structure

3more precisely, one should say “depending P-asymptotically only on x and one’s π(x)-
cluster ”
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Isolating the two following lemmas will also lighten the proof of theo-
rem 3.2.

Lemma 3.4. Let (Bn) be an asymptotically R-invariant sequence of Borel
subsets of X∞. For n ∈ N, set

Pn(x, γ · ρ) := “γ−1 · x ∈ Bn”

Then (Pn) is an asymptotic cluster property.

Remark. The set {(x, v) : Pn(x, v)} is the union of the elements of ψ−1(Bn).

Proof. The Pn’s are Γ-invariant Borel Boolean functions defined on X × V .
Let α be a rerooting. Since (x, v) 7→ (x, uαx,v) is Γ-equivariant, it induces a
map α : Γ\(X × V )→ Γ\(X × V ). Set

φ := ψ ◦ α ◦ ψ−1.

More explicitly, we have φ : x 7→ γ−1
x · x, where γx is defined by

uαx,ρ = γx · ρ

The graph of this Borel map is a subset ofR. By lemma 1.13, P[Bn△φ−1(Bn)]
goes to 0 as n goes to infinity.

For n ∈ N,

P[Bn△φ−1(Bn)] = P

[

{x ∈ X∞ : Pn(x, ρ)}△
{

x ∈ X∞ : Pn
(

x, uαx,ρ

)}]

= P

[{

x ∈ X∞ : Pn(x, ρ) 6⇔ Pn
(

x, uαx,ρ

)}]

= P

[{

x ∈ X : Pn(x, ρ) 6⇔ Pn
(

x, uαx,ρ

)}]

The last equality is proved as follows. Since Bn ⊂ X∞, Pn(x, v) cannot hold if
C(π(x), v) is finite. Besides, if x 6∈ X∞, then C(π(x), ρ) = C

(

π(x), uα
x,ρ

)

is finite.
Thus, if x 6∈ X∞, both considered properties are unsatisfied.

As a consequence, (Pn) is an asymptotic cluster property. ⊓⊔

Remark. In the previous proof, the use of lemma 1.13 allows us to obtain
the asymptotic-cluster-property condition for all rerootings, while a “literal
translation” would have given it only for the vertex-bijective ones. From
the percolation point of view, vertex-bijective rerootings are absolutely non-
natural objects; the use of such a lemma was unavoidable.

Lemma 3.5. Let (Pn) be a P-asymptotic cluster property. Set

Bn := {x ∈ X∞ : Pn(x, ρ)}

Then (Bn) is P

P[X∞] -asymptotically R-invariant.
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Proof. Let φ ∈ [R]. Since Rcl ⊂ RΓyX , one can define a Borel map

X∞ −→ Γ
x 7−→ γx

such that ∀x ∈ X∞, φ(x) = γ −1
x · x. Define α by uαx,η·ρ := η · γη−1x. This is

a rerooting. We have

φ−1(Bn) = {x ∈ X∞ : Pn(φ(x), ρ)}

=
{

x ∈ X∞ : Pn(γ−1
x · x, ρ)

}

= {x ∈ X∞ : Pn(x, γx · ρ)} by Γ-invariance of Pn

=
{

x ∈ X∞ : Pn(x, uαx,ρ)
}

Since (Pn) is an asymptotic cluster property, we deduce from this that the
probability of Bn△φ−1(Bn) tends to 0. Since this holds for every φ ∈ [R],
(Bn) is P

P[X∞] -asymptotically R-invariant. ⊓⊔

Proof of theorem 3.2. Assume that R is strongly ergodic. Let (Pn)
be a P-asymptotic cluster property. Set Bn := {x ∈ X∞ : Pn(x, ρ)}. By
lemma 3.5, (Bn) is P

P[X∞] -asymptotically R-invariant. By strong ergodicity
of R, 0 and P[X∞] are the only possible accumulation points for P[Bn]. For
n ∈ N, set

• Y +
n := (X\X∞) ∪Bn,

• Y −
n := (X\X∞) ∪ (X∞\Bn),

• ǫn := 1−max{P[Y +
n ],P[Y −

n ]}.

We have just established that ǫn converges to 0.
Let now Λ be a finite subset of V . We want to show that the probability

of the following event

IndΛ,n := {x ∈ X : P±
n (x, V π

∞(x) ∩ Λ)}

tends to 1 when n goes to infinity. Notice that

IndΛ,n =





⋂

γ∈Λ

γ−1 · Yn



 ∪





⋂

γ∈Λ

γ−1 · Y ′
n



 .

Since Γ y (X,P) is measure-preserving, we have P[IndΛ,n] ≥ 1 − |Λ|ǫn.
Consequently, P[IndΛ,n] converges to 1 and P satisfies the strong indistin-
guishability property.

21



Now, assume that the considered generalized percolation
satisfies the strong indistinguishability property. Let (Bn) be
an asymptotically R-invariant sequence of Borel subsets of X∞. For n ∈ N,
set

Pn(x, γ · ρ) := “γ−1 · x ∈ Bn”

By lemma 3.4, (Pn) is an asymptotic cluster property. By strong indistin-
guishability, for every Λ ⋐ V ,

P
[

{x : P±
n (x, V π

∞(x) ∩ Λ)}
]

−→
n→∞

1. (2)

We want to deduce from this that some sequence of Borel subsets is P-
asymptotically RΓyX -invariant. Indeed, from this and the strong ergodicity
of Γ y X, we will get that this sequence is asymptotically of trivial mass. To
this end, we fix (kn)n∈Z+

a sequence of integers and (Λn)n∈Z+
an increasing

sequence of finite subsets of V such that the following conditions are satisfied:

i. Λ0 = {ρ},

ii. kn −→
n→∞

∞,

iii.
⋃

n Λn = V ,

iv. P

[{

x : P±
n

(

x, V π
∞(x) ∩ Λk(n)

n

)}]

−→
n→∞

1, where Λk(n)
n denotes the kn-

neighborhood of Λn.

The existence of such sequences stems from the fact that convergence (2)
holds for every finite subset of V . Set

• A+
n := {x ∈ X : P+

n (x, V π
∞(x) ∩ Λn)},

• A−
n := {x ∈ X : P−

n (x, V π
∞(x) ∩ Λn)}.

The relation (iv) implies that P[A+
n ∪A

−
n ] −→

n→∞
1; this will be used later.

We shall prove that A+
n is P-asymptotically RΓyX -invariant. We will

also need this property for A−
n , which is proved following the very same

lines. Let γ ∈ Γ. Consider only integers n such that kn > dG(ρ, γ · ρ) (they
form a neighborhood of infinity by (ii)). Set

• A+
n,k(n) :=

{

x ∈ X : P+
n

(

x, V π
∞(x) ∩ Λk(n)

n

)}

⊂ A+
n ,

• A−
n,k(n) :=

{

x ∈ X : P−
n

(

x, V π
∞(x) ∩ Λk(n)

n

)}

⊂ A−
n .

Claim. We have

A+
n \A

+
n,k(n) ⊂ X\

(

A+
n,k(n) ∪A

−
n,k(n)

)

∪ {x ∈ X : V π
∞(x) ∩ Λn = ∅}
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This amounts to saying that if, for x, an infinite cluster touches Λn and all
infinite clusters touching Λk(n)

n agree4 on Pn, then x cannot belong to A+
n \A

+
n,k(n).

This is proved as follows. Assume that for x, an infinite cluster touches Λn and
all infinite clusters touching Λk(n)

n agree on Pn. Besides, assume, for contradiction,
that x ∈ A+

n \A
+
n,k(n), which means that every infinite cluster touching Λn satisfies

Pn but that this is not the case for Λk(n)
n . Since there exists an infinite cluster

touching Λn and every infinite cluster touching Λn satisfies Pn, there exists an
infinite cluster that touches Λn and satisfies Pn. It also touches Λk(n)

n ⊃ Λn. Since
all infinite clusters touching Λk(n)

n must agree, they must all satisfy Pn, which
contradicts our last assumption.

By (iv), the probability of

X\(A+
n,k(n) ∪A

−
n,k(n))

goes to 0 as n goes to infinity. By (iii) and because P-a.s. there exists an
infinite cluster5, the probability of {x ∈ X : V π

∞(x) ∩ Λn = ∅} also goes to
0. Thus, P[A+

n \A
+
n,k(n)] −→n→∞

0.

Now, remember that kn > dG(ρ, γ · ρ). It results from this that

A+
n,k(n) ⊂ γ · A

+
n

so that P[A+
n \γ ·A

+
n ] −→

n→∞
0. By symmetry, P[A+

n△γ ·A
+
n ] −→

n→∞
0. This hold-

ing for all γ, (A+
n ) is P-asymptotically RΓyX -invariant. By strong ergodicity

of Γ y X, the only possible accumulation points of (P[A+
n ]) are 0 and 1 (the

same holds for A−
n ). By (i), Bn ⊃ A+

n ∩X∞ and X∞\Bn ⊃ A−
n ∩X∞. It is

consequently enough, in order to end the proof of the strong ergodicity, to
show that

max(P[A+
n ∩X∞],P[A−

n ∩X∞]) −→
n→∞

P[X∞].

But this is a consequence of the following facts at our disposal:

• 0 and P[X∞] are the only possible accumulation points of the sequences
(P[A+

n ∩X∞]) and (P[A−
n ∩X∞]),

• P[A+
n ∪A

−
n ] −→

n→∞
1, which is implied by (iv).

⊓⊔

4In the proof of the claim, we shall use, for convenience, “all infinite clusters touching
Λ satisfy Pn” or “agree on Pn” as abusive shortcuts for P +

n (x, Λ ∩ V π

∞(x)) and P ±
n (x, Λ ∩

V π

∞(x)). Recall that the Pn’s are not cluster properties (but form an asymptotic cluster
property).

5Indeed, Γ y (X,P) is ergodic and P[there exists an infinite π(x)-cluster] ≥ P[X∞],
which is positive.
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Remark. In the first part of the proof, some sequence (kn) is introduced.
Then, some γ is considered and we take n large enough so that

kn > dG(ρ, γ · ρ)

In fact, we could have taken γ in S, so that we did not really need kn
to go to infinity. Though, we have chosen to present the proof this way
because it highlights the fact that the “finitely generated assumption” is not
crucial here, and exists only to stick to the usual framework of percolation
theory. For example, if one is interested in random partitions of a countable
non-finitely generated group, one can adjust the theorem to this setting.

3.3 Classic and strong indistinguishability do not coincide

Obviously, strong indistinguishability implies the classic one (take Pn = P
for all n). The following proposition proves that the converse does not hold.

Proposition 3.7. There exist generalized percolations that satisfy indistin-
guishability but not strong indistinguishability.

Proof. Let Γ0 y (X0, µ0) be a weakly mixing action of a finitely generated
group that is not strongly ergodic (e.g. Γ0 y

(

{0, 1}Γ0 ,Ber(1/2)⊗Γ0

)

with
Γ0 an infinite amenable group). Recall that Γ0 y (X0, µ0) being weakly
mixing (see e.g. [2]) means that the diagonal action

Γ0 y (X0 ×X0, µ0 ⊗ µ0)

is ergodic. Consider Γ := Γ0×Z/2Z. To avoid problems of additive/multiplic-
ative notations, we will think of Z/2Z as 〈a|a2 = 1〉.

The action of Γ is defined as follows: we take (X,P) := (X0×X0, µ0⊗µ0),
let Γ0 act diagonally and let Z/2Z act by permutation of the coordinates.
Since these two actions commute, this defines an action of Γ on (X,P).

Let S be a finite generating system of Γ0. We will define a generalized
percolation on the Cayley graph G = (V,E) of Γ associated to the generating
system

S × {1} ∪ {(1Γ0
, a)}

Say that the edges of the first kind are blue and the other ones are red. Let
π : X → Ω be the constant map whose unique value is

e 7→ 1e is blue

This map is Γ-equivariant, since its unique value is left invariant by the
Γ-action. In a nutshell, we consider the deterministic percolation with two
clusters, Γ0×{1} and Γ0×{a}, but properties will be allowed to depend on
the information X contains.
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First, let us prove that this generalized percolation satisfies the indistin-
guishability condition. It results from the choice of π that a cluster property
is precisely a Γ0-invariant property. Consequently, if P is a cluster property,
by ergodicity of Γ0 y (X,P), the Boolean value of P (x, (1Γ0

, 1)) must be
almost deterministic. By Z/2Z-invariance, it is the same as the one of
P (x, (1Γ0

, a)), and indistinguishability is established.
Now, let us prove that this generalized percolation does not satisfy the

strong indistinguishability condition. Take (Bn) a sequence of Borel subsets
of X0 that is µ0-asymptotically Γ0-invariant but such that µ0(Bn) stays
away from 0 and 1: it exists, since we assumed Γ0 y (X0, µ0) not to be
strongly ergodic. Set

Pn((x0, x1), (γ0, b)) :=

{

“γ−1
0 · x0 ∈ Bn” if b = 1

“γ−1
0 · x1 ∈ Bn” if b = a

Since (Bn) is asymptotically Γ0-invariant and by definition of π, (Pn) is
an asymptotic cluster property. Besides, for any n, Pn(x, (1Γ0

, 1)) and
Pn(x, (1Γ0

, a)) are independent and of measure bounded away from 0 and 1,
hence the probability of “Pn(x, (1Γ0

, 1)) 6= Pn(x, (1Γ0
, a))” stays away from

0. This proves that the considered generalized percolation does not satisfy
the strong indistinguishability condition. ⊓⊔

Let us take a closer look at what happens when we take

Z y ({0, 1}Z,Ber(1/2)⊗Z)

In this case, one can set Pn(x, (k, b)) to be

“there are more of x-bits ‘1’ than ‘0’ in {k − n, . . . , k + n} × {b}”

Indeed, if k and k′ are fixed, for n big enough, the probability that

Pn(x, (k, b)) 6= Pn(x, (k′, b))

is less than the probability that a simple random walk on Z that takes
2n+ 1− |k − k′| steps ends up in {−2|k − k′|, . . . , 2|k − k′|}. This is known
to go to zero as n goes to infinity (as n−1/2).

Remark. This counterexample can be turned into a classic-percolation coun-
terexample as follows. Take Γ := Z × Z/4Z. Endow it with the generating
system {(1, 0), (0, 1)}. Toss a fair coin to decide which one of the following
edge-sets you definitely erase:

• {[(k, 0); (k, 1)]; k ∈ Z} ∪ {[(k, 2); (k, 3)]; k ∈ Z},

• {[(k, 1); (k, 2)]; k ∈ Z} ∪ {[(k, 3); (k, 0)]; k ∈ Z}.
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Decide to keep automatically all edges of the form [(k, z); (k + 1, z)]. For
all remaining edges, toss independent fair coins to decide if they are kept or
destroyed. It is not hard to deduce from what precedes this remark that we
have defined a classic percolation that satisfies indistinguishability but not
strong indistinguishability.

3.4 Complements on asymptotic cluster properties

This subsection provides equivalent definitions of asymptotic cluster prop-
erties. We stick to the usual notations for generalized percolations.

Notation. If x ∈ X, denote by C
π(x) the set of the clusters of π(x).

Proposition 3.8. Let (Pn) be a sequence of properties. The following as-
sertions are equivalent

i. (Pn) is a P-asymptotic cluster property,

ii. ∀Λ ⋐ V,P [∀C ∈ C
π(x), P±

n (x,C ∩ Λ)] −→
n→∞

1,

iii. ∃u ∈ V,∀v ∈ V,P[P±
n (x, {u, v})|u ←→

π(x)
v] −→

n→∞
1,

iv. ∀u ∈ V,∀v ∈ V,P[P±
n (x, {u, v})|u ←→

π(x)
v] −→

n→∞
1.

Remark. Above, we set P [A|B] := 1 when P[B] = 0.

Proof. The assertions (iii) and (iv) are equivalent by Γ-invariance.
Rewriting (ii) as follows

∀Λ ⋐ V,P

[

∀(u, v) ∈ Λ2,

(

u←→
π(x)

v

)

⇒ P±
n (x, {u, v})

]

−→
n→∞

1

clarifies its equivalence6 with (iv) (one way, take Λ := {u, v}, the other way,
write Λ as the finite union of the pairs it contains).

Now assume (i) and establish (iii); we will do so for u = ρ. Let v = γ · ρ
be a vertex. Define

α : (x, v′) 7−→







γ · v′ if v′ ←→
π(x)

γ · v′

v′ otherwise

Applying (i), one gets

P

[{

x ∈ X : Pn(x, ρ) = Pn
(

x, uαx,ρ

)}]

−→
n→∞

1

6Remember that P[Qn|Q] −→
n→∞

1 is equivalent to P[Q ⇒ Qn] −→
n→∞

1.
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Hence, if A := {x ∈ X : ρ←→
π(x)

γ · v},

P

[{

x ∈ A : Pn(x, ρ) = Pn
(

x, uαx,ρ

)}]

−→
n→∞

P[A]

But, on A, “Pn(x, ρ) = Pn
(

x, uαx,ρ

)

” means that “Pn(x, ρ) = Pn(x, v)”, so
that (iii) is established.

It is now enough to show that (ii) implies (i). Assume (ii). Let α be
a rerooting. Set w(x) := uαx,ρ and take ǫ > 0. Let Λ ⋐ V be such that
P[w 6∈ Λ] < ǫ. We have

(w ∈ Λ) ∧ (∀C ∈ C
π(x), P±

n (x,Λ ∩ C))⇒ P±
n (x, {ρ,w})

(Take C to be the common cluster of ρ and w.)

The condition on the left hand side being satisfied with probability
asymptotically larger than 1− 2ǫ (by (ii) and choice of Λ),

lim inf
n

P
[

P±
n (x, {ρ,w})

]

≥ 1− 2ǫ

Since this holds for all ǫ, the proof is over. ⊓⊔

References

[1] S. Adams, Trees and amenable equivalence relations, Ergodic Theory
and Dynamical Systems, vol. 10, p. 1-14, 1990.

[2] V. Bergelson and A. Gorodnik, Weakly mixing group actions: a
brief survey and an example, Modern dynamical systems and applica-
tions, Cambridge University Press, Cambridge, p. 3-25, 2004.

[3] I. Benjamini, R. Lyons, Y. Peres and O. Schramm, Group-invariant
percolation on graphs, Geometric and Functional Analysis, vol. 9, p. 29-
66, 1999.

[4] I. Benjamini, R. Lyons, Y. Peres and O. Schramm, Critical Per-
colation on any Nonamenable Group Has no Infinite Clusters , The
Annals of Probability, vol. 27 (3), p. 1347-1356, 1999.

[5] I. Benjamini and O. Schramm, Percolation beyond Z
d, many ques-

tions and a few answers, Electronic Communication in Probability, vol.
1, p. 71-82, 1996.

[6] A. Connes, J. Feldman and B. Weiss, An amenable equivalence re-
lation is generated by a single transformation, Ergodic Theory and Dy-
namical Systems, vol. 1, p. 431-450, 1981.

27



[7] I. Chifan and A. Ioana, Ergodic subequivalence relations induced by a
Bernoulli action, Geometric and Functional Analysis, vol. 20, p. 53-67,
2010.

[8] J. Feldman and C. C. Moore, Ergodic equivalence relations, cohomol-
ogy, and von Neumann algebras, Bulletin of the American Mathematical
Society, vol. 81 (5), p. 921-924, 1975.

[9] D. Gaboriau, Coût des relations d’équivalence et des groupes, Inven-
tiones Mathematicae, vol. 139 (1), p. 41-98, 2000.

[10] D. Gaboriau, Invariant Percolation and Harmonic Dirichlet Func-
tions, Geometric and Functional Analysis, vol. 15 (5), p. 1004-1051,
2005.

[11] D. Gaboriau and R. Lyons, A Measurable-Group-Theoretic Solution
to von Neumann’s Problem, Inventiones Mathematicae, vol. 177, p. 533-
540, 2009.

[12] É. Ghys, Topologie des feuilles génériques, Annals of Mathematics, vol.
141 (2), p. 387-422, 1995.

[13] G. Grimmett, Percolation, 2nd edition, Springer-Verlag, Berlin, 1999.

[14] A. Kechris, Classical Descriptive Set Theory, Graduate Texts in Math-
ematics 156, Springer-Verlag, 1995.

[15] A. Kechris and B. Miller, Topics in orbit equivalence, Lecture Notes
in Mathematics, vol. 1852, Springer-Verlag, Berlin, 2004.

[16] R. Lyons, Phase Transitions on Nonamenable Graphs, Journal of
Mathematical Physics, vol. 41, p. 1099-1126, 2000.

[17] R. Lyons, with Y. Peres, Probability on trees and networks, Cam-
bridge University Press, 2011, in preparation. Current version available
at http://mypage.iu.edu/~rdlyons/.

[18] R. Lyons and O. Schramm, Indistinguishability of percolation clusters,
Annals of Probability, vol. 27 (4), p. 1809-1836, 1999.

[19] K. Schmidt, Amenability, Kazhdan’s property T, strong ergodicity and
invariant means for ergodic group-actions, Ergodic Theory and Dynam-
ical Systems, vol. 1, p. 223-236, 1981.

Sébastien Martineau
UMPA, ENS de Lyon
46 allée d’Italie
69 364 Lyon Cedex 07
FRANCE
sebastien.martineau@ens-lyon.fr

28


