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A SIMPLE PARTICLE MODEL FOR A SYSTEM OF
COUPLED EQUATIONS WITH ABSORBING
COLLISION TERM

CEDRIC BERNARDIN AND VALERIA RICCI

ABSTRACT. We study a particle model for a simple system of par-
tial differential equations describing, in dimension d > 2, a two
component mixture where light particles move in a medium of ab-
sorbing, fixed obstacles; the system consists in a transport and a
reaction equation coupled through pure absorption collision terms.
We consider a particle system where the obstacles, of radius e,
become inactive at a rate related to the number of light particles
travelling in their range of influence at a given time and the light
particles are instantaneously absorbed at the first time they meet
the physical boundary of an obstacle; elements belonging to the
same species do not interact among themselves. We prove the con-
vergence (a.s. w.r.t. to the product measure associated to the
initial datum for the light particle component) of the densities de-
scribing the particle system to the solution of the system of partial
differential equations in the asymptotics ain=" — 0 and ale® — 0,
1

for k € (0,3) and ¢ € (0,3 — 55), where a;! is the effective range

of the obstacles and n is the total number of light particles.

MSC: 82C22, 82C21, 60F05, 60K35.
Key-words: Interacting particle systems, large numbers limit, absorp-
tion.

1. INTRODUCTION

In this paper we propose a microscopic model for a system of partial
differential equations consisting in a transport equation, having pure
loss collision term, and a pure loss reaction equation; the equations are
self—consistently coupled and they are meant to describe the evolution
in time of the phase space densities in a binary mixture where the two
species interact in such a way that each species inhibits the activity of
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2 CEDRIC BERNARDIN AND VALERIA RICCI

the other, with an interaction proportional to their macroscopic (po-
sition space) densities. In particular, we want to rigorously derive the
system of equations in a suitable asymptotics for the particle system.

The system of equations we shall deal with is a sort of very sim-
ple reactive transport system, though without conservation of masses;
more complex reactive transport systems arise in many different con-
texts, like for instance in the modeling of biological systems ([SDL]), of
porous media, of radiative transfer ([MM]) or, more in general, of var-
ious systems in the presence of chemical reactions. We are interested
here in the analysis of the simplest reactive self-consistent coupling
(i.e. the absorption coupling), and we shall therefore not include other
terms in the equations.

From the point of view of particle modeling, an analysis of the ab-
sorption self-consistent coupling for one species nonlinear equations
can be found in models for reaction-diffusion equations, such as the
ones proposed in [NOR] and [Szn|; in both papers, the particle sys-
tem evolves according to a Brownian motion (to get the diffusion) and
destruction of particles occurs with different mechanism: in the first
paper the destruction is stochastic, with a death rate for the Brow-
nian particles which is a function of stochastic exponential times, in
the second one it is deterministic, and it happens as soon as collisions
between particles occur.

We shall consider a binary semi-deterministic system where both
kinds of interactions occur. More precisely, the particle system we shall
consider consists in point like (light) particles moving uniformly among
fixed, spherical particles (obstacles). Particles not belonging to the
same species do not interact among themselves and particles of different
species interact in the following way: a light particle becomes inactive
(or is adsorbed) at the first time it meets an obstacle and an obstacle
becomes inactive (or disappears) in a stochastic interval of time whose
size is connected, through a local mean-field type interaction, to the
number of light particles traveling within the area of detection (range)
of the obstacle.

The main difficulty in the derivation of the (otherwise simple) sys-
tem of partial differential equations originates from the self consistent
structure of the problem: in order to overcome the mathematical trou-
bles introduced from the self-consistent terms, we shall adopt a natural
scheme for facing self—consistent problems in partial differential equa-
tions and particle systems and we shall prove the convergence using
two levels of approximation of the original particle system, the first
one eliminating the self-consistent structure and the second one reduc-
ing the correlations between the two species with respect to the original
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many-particle system. Our formalism is quite explicit and the strategy
we shall adopt is similar to the procedure used in [NOR]. The adjust-
ment of this procedure to our particle system is not trivial, since, at
variance with the situation treated in [NOR], we deal with a two species
system interacting in a non symmetric way and the instantaneous ab-
sorption of the light particles is in some sense a singular interaction
with respect to the local mean-field type interaction which govern the
obstacles lifetime, i.e. the interaction type considered in [NOR]. The
presence of the deterministic component (the light particles) imposes a
sufficiently careful analysis of the trajectories, in the style of the anal-
ysis performed for particle models of linear equations based on similar
deterministic components (see e.g. [BGW], [DR1, DR2]). Nevertheless,
the structure of the stochastic component (the obstacles) simplifies by
a considerable amount the mathematics with respect to a two compo-
nent, totally deterministic system.

Our final theorem establishes a weak law of large numbers for the
empirical measures (associated to the two species of particles in the
mixture) to the solution of the system of partial differential equations,
almost surely with respect to the initial distribution of positions in the
phase space of the light particles and in probability with respect to the
distributions of positions and life time of the obstacles. This weak law
of large numbers is valid in an asymptotics where the radius and the
effective range of the obstacles vanish, keeping a finite action in the
limit, and the number of particles grows up to infinity, these quantities
being related in a way that we shall determine while proving the the-
orem. As a part of this relationship, we shall prove a simple condition
(relating the diminishing rate of the effective range of the obstacles to
the number of light particles) which guarantees the weak convergence
of the product of an empirical measure times a sufficiently regular ap-
proximant of a Dirac delta distribution toward the product of their
weak limits (under suitable regularity assumptions on the weak limit
of the empirical measure and on the choice of the delta’s approximant).
This condition entails very useful bounds for our estimates and allows
to get easily the required asymptotic result.

2. THE EQUATIONS, THE PARTICLES MODEL AND THE MAIN RESULT

Throughout the paper we shall use the following notations: in di-
mension d > 2, we denote by x € R? the position of a light particle
and by v € R? its velocity; ¢t € R, is the time variable. In general,
configurations of M variables in R? will be denoted by boldface letters
with subscript M (ya = (y1,--.,ywm)) and sequences of variables by
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capital letters with the subscript co (Yoo = {9;}52;). When needed
(e.g., in the functional spaces) we shall use R? and R¢ resp. for the
position and the velocity spaces. For p € R? and » € R, we shall
denote by B,(p) = {y € R?: [p — y| < r} the ball of radius r centered
in p. For a given z = (z,v) € R? x R4, the free flow associated to the
light particle with initial position (in the phase space) z is

T'(z) = (T1(2), Ty(2)) = (x + vt,v),  tERy,
while z(t) = T{(2), t € Ry, is its trajectory, and for £ > 0
(1) T-(t.z)={yeR? ;3s€(0,1), |y—a(s) <e}

denotes the flow tube of radius € associated to the trajectory up to the
time ¢.

Unless differently stated, for a given random variable n, we denote by
P, its associated probability distribution, and for a measure 7 (random
variable n7), we denote by E. (EE,) the expectation w.r.t.  (n). In order
to simplify the notation, in many stochastic variables depending on
configurations y,s, we shall label this dependence by a simple subscript
M, instead of rewriting each time the whole configuration.

We shall moreover denote — the weak convergence (convergence in
law) in the space of finite measures and — the *-weak (vague) conver-
gence on the space of Radon measures, and by K (with some subscript)
any generic constant whose value needs not to be specified. We shall
sometimes shorten the notation for sums and difference of functions
with the same argument as (f £ g)(w) = f(w) £ g(w).

For T' > 0, we consider the following system of partial differential
equations for the two densities f = f(¢,x,v), 0 = o(t,z), t € [0,T],
reRL veRY:

Ohf+v-Vuf =—=Cqylv|of
5 oo =—0O([dvf)o
@) £(0.2,0) = folz.v)
c(0,x) = og(z),

where © and Cy = f{weRd:\w\:l} |n-w|dw, n| = 1, are positive constants.
In order to have a convenient existence and uniqueness theorem for
the solution (cf. Appendix 6.1), we assume f, € LY(R%; WHe(R%)),
vfy € LYREGWE(RY)) N L2(RY x RY), v2fy € LY(RY; L>*(RY)) and
0g € Wl’oo(Rg)

We shall show that the system (2) can be derived from a semi-
deterministic particle system of the kind we specified in the Introduc-
tion. The particle system will be described in next paragraphs.
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Obviously, once established the correct asymptotics to get equation
(2) from the particle system we have chosen, we shall simply write

lim to denote a limit in this asymptotics (n and € being related).
n—oo

This peculiar use of the notation will be consequent to the hypothesis
in the environments where the notation is used.

2.1. The particle system: initial data statistics. We consider con-
figurations of spherical fixed obstacles of radius € with stochastically
distributed positions at time ¢ = 0 and we denote by ¢y = (¢q, ..., cy)
the coordinates of their centers. Obstacles may overlap (i.e., configu-
rations such that for some i, k, |¢; — ¢x| < 2¢ are allowed) and M = 0
corresponds to absence of obstacles. In this paper, we shall assume
that obstacles positions follow a Poisson distribution with parameter
e, i.e. that the probability distribution of finding M obstacles in a
bounded measurable set A C R? is given by:

M
(3) P(dCM) = G_ME[A}L%dcl e dCM,

where [A], denotes the Lebesgue measure of A. We shall adapt the
initial datum oo(x) to this choice for the statistics of the obstacles.

We consider then n point-like particles, located initially at positions
x1,...,T, and moving uniformly among the obstacles with velocities
vy, ..., U,; we shall denote the phase space coordinate of the i-th light
particles as z; = (z;,v;). A point in the n-particles phase space is
denoted as z, = (xl,vl, ., Tn,v,) and a sequence of initial data is
denoted as Z,, = {2}, € (Rd x R4)%,

We describe both species of particles by means of their empirical
measure (see e.g. [G1]).

Given a 1-particle probability density fo, we denote by & the (in-
finite product) probability measure defined on the space of infinite
sequences (R? x R%)> by fy, i.e. such that, for n = 1,2,... and

AP x AV c R x RY,

(4) P(Zy: 2 € AV XAU,1<z<n_H/(k) fo(z,v)dzdv.

><A(k)

The sequence of initial empirical measures for the light particles
{191 | (as a function of the sequence of initial data Z,,) is then s.t.

(5) p(t,z,v;2,) = 2521 (x,v) = folz,v) P —ae wrt.Zy

We shall require moreover some regularity condition on fj.
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2.2. The particle system: dynamics. We define now the dynamics
of the system.

We consider a sequence T o, = {71,...,Tk,...} of independently dis-
tributed exponential variables and we define the following stochastic
functions:

e The risk function at a given position c,

(6) VnaM t C Z/ dSQn xz C)gn,a,M(Sazi)a

where q,(z) = alq(a,r), is an (at least continuous) approxi-
mant, up to a multiplicative constant, of the Dirac delta func-
tion, with q a non negative, radial (¢(x) = ¢(|z|)) function such
that f]Rd q(y)dy = © > 0 and &, .y is the stochastic function
defined below.

e The life functions !, resp. &,.m(t,2) for a light particle with
initial position and velocity (z,v) and n, a(%, ¢x) for an obsta-

cle centered in ¢; € {c1,...,cn},
Sn,E,O(ta Z) =1
M>1
7
( ) én,e,M@v Z) =1

{m(s)féh@lBs<ch>nn,s,M<s,ch> vsel0.0))

77n,€7M(ta Ck) = ‘[{Vn,s,lw(tyck)<7—k}'

e The mazimal collision time between a light particle with initial
phase space position z = (x,v) and an obstacle located in ¢,

(8) T,.= inf {s: |z(s) —c| <€},
seR

with no reference to the activity of both particles. Because no
life functions are involved in this definition, 7, . can be infinite.

In the particle system defined through (6) and (7), the obstacles
become inactive at stochastically distributed times defined at a given

IWe wuse, here and later, the notation U Bo(ck)nem(s,cx) to mean

U Bc(ck). Although not formally correct thls notation allows us to write
ke{l,.,.M}:
Mn,e, M (5,c0)=1
less cumbersome formulas.
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position ¢, through the risk function (6) as the time ¢, = tx(cx, 1) s.t.
V (tg, cx) = Tk, while the light particles are adsorbed at the first time
they meet an active obstacle (i.e. as soon as |z;(T..u) — cx| = ¢ for
some k and T,,; < ti; notice that T,,; is defined w.r.t. active particles,
and it is therefore a different variable w.r.t. 7T} .).

Unless we require g to have compact support, a light particle located
at = can affect the life function of a far obstacle (it suffices that ¢(x —
¢) # 0); on the contrary, a given light particle interacts only with
obstacles which are met by its trajectory in space. Since, for a given
n, the volume including all light particle trajectories up to time 7', V,,,
is such that
(9) Vn - Biinllaxn\xi|+j7nllaxn\vj\T+1(0) = Bn;

AAAAAAAA

and, in studying the interacting system, we do not need to consider
quantities related to obstacles which can not be met from any light
particles, we may (for a given n) restrict the expectation value with re-
spect to (3) to the volume A = A, for a growing sequence of bounded
Lebesgue measurable sets {A,}, s.t. B, C A, and lim A, = R?. We

n—o0
denote by E” the expectation value with respect to the centers distri-

bution (3) with such a choice for A. We shall denote by E" = ElE+ =
ETE?, where E+ is the expectation value w.r.t. to the exponential
times sequence T o, and by P™ the corresponding probability distribu-
tions.

2.3. Scaling laws: heuristics. In order to derive the system (2) from
the particle system defined above in the macroscopic limit where the
radius € of the obstacles vanishes, we have to choose the scaling for
densities of both species of particles in a suitable way.

As a first requirement, we want the mean free path of the light
particles to be finite at the scale at which the system is observed, in
such a way to keep track, in the chosen asymptotics, of the interaction
between the light particles and the obstacles. To this purpose, we fix
the rate . of the Poisson process (3) to be such that:

(1()) ,uz-:gdil =p>0

and, since we consider a uniform initial macroscopic distribution of
obstacles, in (2) we assume o¢(z) = f.

When V,, . = 0 (ie. ¢ = 0), formula (10) defines the so called
Boltzmann-Grad scaling, which has been analysed for linear particle
systems in particular in connection with the asymptotics of the Lorentz
gas and its variants (see e.g. [Ga, Sp, BBS], [DR1] for the stochastic
case, [BGW, G2, RW] for the periodic case and the beautiful review
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|G3] -focused on the periodic case-). When V,, . s # 0, (10) guarantees
the finiteness of the mean free path for a given light particle as soon as
Ve, in flow tubes and for a non-negligible set of obstacles configura-
tions, is bounded uniformly in n. This is true, under the conditions on
fo specified at the beginning of Section 2 and the conditions on ¢ given
in Section 2.2 (i.c. ¢ € LY(R%) N C(RY)), whenever an=2 < const.

A second requirement is to have, in the e — 0 asymptotics, vanishing
correlations between light particles and obstacles, so as to obtain a
Markovian limit (i.e. without memory effects), coherently with the
structure of (2). Since the dominant part of correlations is associated
to grazing crossings of light particle trajectories, and in particular to
the mean volume V7 spanned from grazing trajectories crossings within
the effective range of an obstacle, this requirement connects the scaling
in the effective range a,! to the scaling in the mean density of the
obstacles. In order to have negligible correlations, the mean number
of multiple collisions per unit volume has to vanish in the limit. This
leads to the condition pcaf Ve — 0. Notice that possibly Vi = O(e*1),
and having a better asymptotic behavior depends essentially on the
regularity of the limit measure of the light particle component.

We have then a third, technical, requirement due to the form of (6):
since eventually we want to obtain a mean-field limit, and therefore we
want to be able to perform limits of mean values with respect to u of
sequences of functions converging to singular limits (such as Dirac delta
functions), we need a condition assuring the convergence (in a suitable
sense) of the product of such sequences times the initial empirical mea-
sure: this is achieved if the empirical measure converges faster to its
(sufficiently regular) limit than the chosen approximant concentrates,
in such a way that the empirical measure is in practice equivalent to
its limit density well before than the delta’s approximant concentrates
in its center. We can guess roughly that this happens if the fraction of
particles fluctuating around mean values in a volume corresponding to
the effective range of an obstacle vanishes in the chosen asymptotics,
and therefore ﬁ = o(a;?). We shall prove a more precise asymptotics
in Appendix 6.2

Given (10) and the just described scaling laws, for a given configura-
tion of obstacles, the empirical measure at time t for the light particle
component (representing its mesoscopic density in phase space) is:

1 n
(11> ,un(ta T,V; Zp, CM) = E Zl 5Tt(zi) (377 U)fn,e,M(tu zi)
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and the (macroscopic) density of the obstacle component (i.e. the
number of obstacles per unit volume) is expressed as:

M
(12) on(t, x; 2y, Cpr) = =g~ 125% 2 )Nnent (L, ).
k=1

2.4. The limit process. Under the conditions we assumed on ( fy, 09),
as shown in paragraph 6.1 in the Appendix, the problem (2) admits a
unique solution (f,o) € L=([0,T] x R? x RY) x L>=([0,T] x R?), with
[dvf € L>*([0,T] x R?) (and actually [dvf(t,-,v) € Cp(R?)). This
solution can be expressed in semi-explicit form as:
f(t, z, ’U) _ fo(.l’ — ot ,U)ede\v\ fg dso(s,x—v(t—s))
(13)
O'(t, ZL‘) = o (x)e—@ fot ds fRd dvf(s,az,v).
In order to be able to compare solutions of (2) with the stochas-

tic measures (11) and (12), we define the risk functions and the life
functions associated to the limit process described by (2) as:

Vftc /ds/dvfscv
Rd

it €) = vy (tey<r)

(14)

UZ(t, 2) = CalTY(2)] / dso(s, T (2))
(15) °

§1(t,2) = Ly t,2)<np}»

where 7 and 7, are independently distributed exponential variables and
T = 13, when ¢ = ¢.

In this way, the semi-explicit form of the solution (13) can be re-
expressed as

f(t,z,v) = folr —vt,v)E, [fg(t, T "z, v))}
(16)
o(t,z) = oo(x)E, [n{(t, x)} )

In order to simplify the notation, we shall omit in what follows the
dependence on the density functions (V;, = V{, U, = U?).
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We want to establish a (weak) law of large numbers for the measures
(11) and (12). More precisely, we shall prove the following theorem
(we recall that .7 (R"™) denotes the space of C*°(R") functions of rapid
decay at infinity [Sch, L]):

Theorem 1. Consider the non-negative functions fy and q and assume

o fo € L (R? x RY) N LYRE WEH2(RE)) is a probability density
such that

(17) /Rd dvfy € .7(R%) with /Rd dv fo(0,v) > 0,

and v fy € LR WH(RS)), v? fo € L (RY; L*(RF));
e ¢ is a radial function s.t. ¢ € S (R?) and [,, dzq(x) =© > 0;
o {a,}5°, is such that a, > 0, lim a,, = oo and there exists some

n—oo
k€ (0,3) such that

(18) lim 2 = 0;

o {e}>, ={e,}°, s.t. €, >0 and

(19) lim ale® =0

n—oo

for some ¢ € (0,3 — 5).

Then, &-almost everywhere w.r.t. sequences of initial data Z., and
in probability w.r.t. P and P., when n — oo

1 n
20 nta y Ui Zp, = 5’52' ) n,e ta i) — ta )
(20)  pn(t, @, 0520, €ur) n; () (T V)Enem (t, 2:) — f(E, 2,0)

M

(21) On(t, ;2y, Cpp) = €771 Z e, (D)ot (t, i) = o(t, ),
i=1

where &, - v, Mnem are defined in paragraph 2.2 and (f, o) is the unique
solution of

hf+v-Vof ==Calvlof
oo =—-0([dvf)o
f(O,SL’,’U) = fo(.T,U)
o(0,z) = p.

(22)



PARTICLE MODEL FOR COUPLED PDE’S 11

We shall see in paragraph 6.2 in the appendix that hypothesis (18),
together with suitable regularity assumptions on f, (all included in our
theorem), guarantees the following S?-a.s. convergence

(23) [0 pin (2, 0)an(2) = Ovl fo(w, v)do(2)
ol = vl fo

®f=1 ‘U|]ﬂ9z - ®f=1 ‘U|jf0

for j=0,1,2,...,P, k=1,...Q, with given positive integers P, Q).

3. DEFINITIONS OF THE APPROXIMATING SYSTEMS AND PROOF OF
THE MAIN THEOREM

The main difficulty in studying (2) and its associated particle system
(6),(7) is that we have to deal with a self-consistent problem. The first
step is therefore to find, both for the limit system (2) and for the
particle system defined from (6),(7), suitable approximating systems
which do not share this self-consistent structure.

We first recall here without proof, since it will be useful for the
sequel and we shall use it largely in various steps of the convergence
proof, lemma 3.2 in [NORJ, concerning bounds of distances of stochastic
variables of the form 1(t) = I;g()<-} in terms of distances between their
associated risk function S.

Lemma 1. Let 7 > 0 be an exponentially distributed real variable and
define, fori = 1,2, t € [0,T], n,(t) = Its,0)<r}, where S;, S are non
negative, non decreasing, right continuous random functions. Then,
for any § >0

(24) In(t) — ()] < 515:(6) = SO + 5152(6) — S|+ Tsto-ri<s)-

Remark 1. Whenever at least one or both risk functions S;, ¢« = 1,2 are
independent of the exponential time 7, the bound simplifies in the first
case as E.|n(t) — m(t)| < 3E-[S1(t) — Sa(t)| + 26, and in the second
case as B[ (1) — (D] < [91(1) — Sa(0)].

3.1. Approximation of the limit system. As shown in Appendix
6.1, under suitable hypothesis on fjy, the solution of the system of
equations (2) can be obtained as the k — oo limit of the sequence of
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solutions of the sequence of linear systems defined as:
(25)  fO®, x,0) = folz —vt,v), Ot z)=p

O f®) 40 - Vo fH) = —Cylv|o*=1 f#)
o ® = (O [, dufE=D)o®
f(07 xz, U) = f0<.§lf, ’U)
o(0,2) =p
More precisely, the sequence of semiexplicit solutions of (25) is, for
k=1,2,...,

FE(E,2,0) = fola — vt,v)eCalvlfo dsotsamvlt=s)

E=1....

(26)
O'(k) (t, l‘) = ,ue_ef(f ds [pd dvfF=1) (s,x,v).

and we have, when k — oo (cf. Appendix 6.1)
(27)
1f = 8 poe o1y xraxra) = 0, || Jou dv(f = FE)] oo o.11xme) = O,

lo — U(k)HLOO([O,T}de) — 0.

The risk functions associated to the k-th system (25) are defined as:
t
(28) VBt ) = @/ ds/ dvf*Y(s, c,v)
0 Rd

(20) TW(t2) = CalTi(z)| / dso® (s, T3(2)),

and, because we shall need it later (cf. the definition of the system
(33)), we define V©(t,¢) = 0. Their associated life functions are:

(k)

N (t, ¢) = Lipw )<y

(30)
é(k) <t7 Z) = [{U(k)(t,z)<7—p}7

with 7 and 7, exponentially distributed times. Of course, (26) can be
expressed in terms of V*) and U® in a form analogous to (16).

3.2. Approximation of the particle system. In the same spirit,
we may also approximate, for each n, the particle system described by
(6), (7) by a suitable sequence of systems. For an initial datum z, for
the n particles phase space position and configuration of obstacles ¢y,
(M = 0 in the absence of obstacles), we define this system, for integers
MEk>1,j=1,...,nand {=1,..., M, as:
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gr(zgo(t Z]) éneo(tv zj) =1

0 0 0
Vn(,s),M(tv Cf) =0, 771(1,2:,M(t7 Cf) =1, gr(z,g,M(tv zj) =1

Vn(a M(t Cf Z fo dsqn xz

(31) - Cﬁ)gneM(s 2;)

(k)
nn,e,M (t’ CZ) [{Vn e (& co)<Te}

k
gr(z,s),M<t7 Zj) =1

(2168 U Belennl!T 1 (scn) vel0n)

This sequence is a linearization of the original particle system (which is
its formal limit when & — 00) in the same way as (25) is a linearization
of (2) and it satisfies what is called in [NOR] sandwiching property (see
(48)). This property implies, in a given asymptotics for n and e:

(32)

EN\V,EQM — VW =0

n k _
E E7|nfl,§,M — 7™ =0

== E"|Vn7€,M — VL‘ — 0
— En]ETp|€n,E,M - €L| — O

— EnETMn,&M — T]L‘ —0

E"| [ depind(€F) = ED)|=0 = E"E,, | [depnd(Enens — 1) —0

and using these implications we shall be able to bypass the direct eval-
uation of quantities related to the particle system (6),(7).

The advantage in dealing with the two approximating sequences of
systems defined by (25) and (31) instead of the original systems is that,
for each k, the two components evolve in a given field, associated to
the functions defined at the previous step k — 1 in the sequence, and
the original self-consistent structure is lost.

The next step would be then to show that (25) and (31) are, for a
given k, asymptotically equivalent. Unfortunately, the system defined
from (31), when ¢ is positive, still keeps strong correlations between all
light particles and obstacles positions (in the phase space), correlations
which are absent in (25); this makes hard the direct comparison of the
two systems. Therefore, we need to define an intermediate system
in which correlations among light particles and obstacles are further
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reduced. We shall prove then that this system is equivalent in the
limit 7 — oo both to (25) and to (31).

3.3. A system asymptotically equivalent to both approximat-
ing systems. For an initial datum z,, for the n particles phase space
position, and for configurations of obstacles ¢y, (M = 0 in the ab-
sence of obstacles), we define, for integers M,k > 1, j = 1,...,n and
¢=1,..., M, the intermediate system in the following way

~(0 ~(k

51(1,2:,0@7 zj) = §7(L,5),0<t7 zj) =1
(0

57(172,M(t7 Zj) =1,

~(k)
&, t,z;) =1
(33) 76,]\4( .]) {{L'] (s)¢ ﬁ B (ch’)l{\_/(kfl)(s,ch)<‘rh} VSG[O,t)}

- 1» -
k t k—1
Aiate) = 232 [y ds nlails) = ) (s, =)

A (k) —
nn,&M(t’ CZ) o {Aﬂfi,M(tﬂeKW}

where 73, 1 < k < M, are independent exponentially distributed times.

In (33), the life function of a light particle at level & is defined through
fictitious obstacles life functions (Iypx-1) (4 ¢)<r.}), corresponding to the
obstacles life functions at level k& — 1 associated to (25); the life func-
tion of an obstacle at level k, I is defined through the light

{AL) yy<red
particles life functions at level & — 1. In this way, the correlation be-
tween light particles and obstacles is weaker, compared to the same
correlation in system (31), and this allows us to prove, when n and ¢
verify conditions (18) and (19), the convergence to both systems (25)
and (31) in quadratic mean w.r.t. the expectation value E".

3.4. Proof of the main theorem. We proceed now with the proof of
our main theorem. To this purpose, we assume we have already proved
the sandwiching property for the system (31) and the asymptotic equiv-
alence of this last system to (25): we shall postpone to next sections
the proof of lemmas and propositions concerning these two facts, since
they are the core of the derivation; as pointed out in section 3.2, the
convergence of (31) to (25) will be obtained passing through the equiv-
alence in this asymptotics of (33) to both systems (31) and (25).
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Proof of Theorem 1. Given the definitions in the previous paragraphs,
we write

Ene M = (fn,e,M — &)+ (&L — g(k)) + g(k)
and
f=0=r%)+r®

Then, using formula (13) for f and (26) for f*), we can write, for all
¢ € Cy(R? x RY) and for all k > 1:

> AT et 20— [

R4 x R4

dxdvp(z,v) f(t, x, v)}] <
(34)

E'E,, n

S o ) a0,

(35)

[0l {E"ETP

ZEL - (¢, 25)

/ dxdvCqlv| fo(z,v) /t ds|lo — o= V|(s, x(s))} +
Rd xRd 0
(36)

_|_

E"E,, ||

Zgb (T2 )(t, %) /Rded d:pdvf(k)(t,:p,v)qﬁ(:p,v)‘] :

The term (34) vanishes on a set of zero measure w.rt. & as a
consequence of the sandwiching property valid for (31) (cf. Corollary
1, Sec. 4.3) and of the convergence of (31) to (25) in the asymptotics
specified in (18), (19) (cf. Proposition 4, Sec. 5).

Thanks to (23), and in particular to the convergence |v|u® — |v|fo,
the term in curly brackets (35) is bounded (excepted on a set of zero
measure with respect to &) by K,||o — U(k*1)||Loo([07T}XRd), so that, by
choosing a suitable k, it can be made arbitrarily small because of (27).

Using Cauchy-Schwarz’s inequality, we get then for (36)

2

E”ETP Z(b (TH(z)EW(t, z) / da:dvf(k)(t,x,vm(az,v)}] <
R

dyRd

‘— Z(b (T*(2))E., [EP(t, zi)]}Q +/ drdo f®(t, 2, v)p(x,v)x
R

dwRd
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X [/]Rded drdv f®(t, z,v)(x,v) — —Zgb (T'(= ®)(t, 2)]

Because of the hypothesis on fo, ¢(T'(-))E, [€¥)(t,-)] € Co(R? x RY),
so that, thanks to (23) (and in particular to u — fy), on a set of zero
measure w.r.t. & we have

— Z(b (T"(z)) )(t z)] = dxdvf(k)(t,x,v)gb(a:,v),

Rd xR4
and (36) vanishes on this set.
In the same way, by writing

Mne M = (nn,a,M - nL) + (77L - ﬁ(k)) + 'F](k)

and
o= (c—c®)4o®,
we get, for all ¢ € Cx(R?) and for all k > 1,

M
E" }gdil ZdJ(Cz‘)nn,e,M(tv Ci) - / dl’i/)(l’)O'@, x)‘] S
i=1 Re
(37)
M
Ik {En g™t Z Lsuppy (€i) [ Mnenr — M| (t, ci) | +
i=1
(38)
M
<En et Z Lauppu (c)| 7™ =i (¢, i) | + / delo™ — UW@)) }
i=1 suppy
(39)

- 121/; )M (t, ;) /R daap(z)o® (¢, :L’)}] ,

where the term in round brackets (38) is (everywhere) bounded by
K|l [ dv(f = f* )| s (or1xre) and can be made arbitrarily small be-
cause of (27).

The term (37) vanishes on a set of zero measure w.r.t. & for the
same reasons as (34), i.e. as a consequence of the sandwiching property
valid for (31) and of the convergence of (31) to (25) in the asymptotics
specified in (18), (19).
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As for (39), we can write

cd- 1Z¢ i) t (t,ci) — / dzxy(x ) (t x)‘]

}/ dep(c)a®(t, ¢) — /Rddcd)() k)tc’ + g4~ 1/A dep? ()P (¢, ¢).

Since 1 € Cg(R?), we have "(-)o®(t,-) € L'(R?)) for h = 1,2 and
when n grows to infinity we have both A,, — R¢ and ¢ — 0, so that
this term vanishes, in the chosen asymptotics.

Collecting all the assertions about the different terms, the theorem
is proved. O

2

n

<

4. ASYMPTOTIC EQUIVALENCE OF (31) AND (25) AND
CONVERGENCE OF THE PARTICLE SYSTEM TO THE LIMIT SYSTEM

We collect in the present section the Lemmas and Propositions which
will help us to build up the last step of the proof of our main theorem.

4.1. A few useful bounds. Let us list a few bounds and formulas
which we shall use often in our calculations.

It will be useful to adopt in next sections, for stochastic variables
AnM of the form

)\}-"’M (t, Zj) =1 M )
{$j(5)¢hL:JlBE(Ch)I{]-'n’M(s,ch)<Th} Vs€[0,t)}

(with F (s, cn) = Fepyragizn (8, €n) @ given random function) the fol-
lowing representation:

M

(40) )\fn,M (t, zj) = H (1 — I{ch67}(t72j)}j{fn,M(sz,ch7Ch)<Tch}) .
h=1

Given any couple of stochastic variables )\f n, M )\ 8 of the form
(40), using the trivial inequality

‘H[Ah - H[Bh| < Z‘[Ah _[Bh|7
h h h

for M > 1, we get the bound

FO e M O 2
(41) |7 Fo 1 — A Fom (t, Zj < § chGTEtZ] n Fn M — M (T, ien cn),
h=1
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where

n n’M(TZj,Chach) = I{]:(l) 7= 1, 2.

n M(sz,chvch)<7'ch}’

The bound (41) will be largely used in the last paragraph of this section.

Moreover, because of the hypothesis on f, (assigning initially uni-
formly bounded number and kinetic energy limit densities for the light
particle component, cf. Remark 9 in Appendix 6.2), Z-a.e. with re-
spect to Z,,, we may use the bounds

(42) H—an 7i(s) =)l < K

(43) ||_ZQn (zi(s) = O)[T(s, 2z)|elle < e 'CuTK,

where K, Ky > 0 are constant independent of n.

4.2. Quantities related to flow tubes. When bounding correlations
in our particle system, we shall need to evaluate expectation values
with respect to the Poisson distribution (3) and to x® on volumes cor-
responding to the intersections of flow tubes.

Defining, for two vectors v,w € R? cosa(v,w) = % (and «a;; =
a(v;,v;)), we have, for the intersection of two flow tubes associated to
the particles with initial phase space positions z; and z;, the following
trivial bound, valid for any 8 € (0, 3):

(44) [Te(t, 25) N Te(t, zi)e <

[B2<O)]L5d(liﬁ)[| sinay;|>ef T Cae™! min(|v;], |vj|>T[| sin aj|<ef -
In fact, we have always

(To(t, 25) N Tt 20)] . < min([TC(2, 25)]L, [To(¢, 20)]1)

= Oyt min(|v;|, |v;])t

and, whenever sina;; # 0, denoting as y the (unique) crossing point
for the trajectories z;(s), z;(s) (i.e. y = x; +v;51 = x; + v;52 for some
s1,82 € Ry),

Te(t, z) N T(t, z:) C B_2=_(y).

sin 0‘1]

We can therefore write:

(45) |To(0 =) A To (0 2] < Bal0)] ( |

S OG5

€

d
) A Cae® P min(|vi], |v;])t
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and (44) follows.

Thanks to the weak convergence of the initial empirical measure
toward a regular density, we can estimate the measure (w.r.t. pl )
of the set corresponding, for a given velocity w € R?, to the grazing
collisions. We can prove in fact the following Lemma:

Lemma 2. Let i — fo € (R x RY), 3> 0 and w € RY. Assume
(18). Denoting cos o; = %, the following bound is verified

1 n
E Z[‘ sin o |<ef < Kgc + O<a;zd)
=1

for any ¢ € (0, %6).

Proof. We observe first that we have lim # :lv"'wrlwuvjl} = 0, since
n—o0

fo € L (R? x R?), so that, uniformly in ¢, the contribution of the cor-
responding term vanishes when n — oo and it is actually o(a;?) (in

fact, since by Toeplitz’s lemma, for all a € (0,1], = 3 (#{j:|v’"w,l:‘w||”j|})“

¢ #LElywl=lullv))
n

vanishes when n — oo, we have at leas = o(ﬁ) ).
We now evaluate the contribution of grazing crossings of particle
trajectories. We choose a suitable (standard) C* regularization R’ of

| o|jw)» fOr instance RY is s.t.:

sin? a(v,w)

Y T 52 2 _sin2 a(v,w
Tjpew|#fofjw] — R” < e 2°0 @) 1| sin av,w)|<5-

Here the parameter § denotes the radius of the set where the regular-
ization differs from the original characteristic functions (i.e. the set in
R? x R? s.t. |sina(v,w)| < 6), and, for all § > 0 and 0 < ¢ < &L, we
write:

1< 1 & b _
— Z L ol poiljw L sin s <ep < — Z TR(;(%) +0(9)
N i G |7‘)i|12|“|}‘2)§
B
< 5‘6/ dxdv fo@’vz -+ Kp c + 0(0).
R x R4 (1-— %)5 o3+

The error coming from the regularization of the characteristic function
Liyw|£fo|w| 18 0(9) because of the weak convergence of ul toward fy €
S (R4 x R?) and, for the same reason, all constants (here and in the
following estimates) are uniform in w and n and depend only on the
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dimension d and on few LP norms of f;. We obtain then, for suitable
choices of 9,

1
g Z I|Uzw\75|vZHw|I‘ sin a;|<ef < K€C7
=1

for any ¢ € (0,¢/) and therefore for any ¢ € (0, 13). Collecting the
two estimates, the lemma is proved. O

We shall use Lemma 2 for free choices of § € (0, é), so that ¢ €
(07 d;glﬁ) - (07 % - 2_1d)

Remark 2. The estimate obtained in Lemma 2 is valid for any given
sequence of empirical measures {?} such that u0 — f; € (R? x R?)
and it is actually a stronger assertion with respect to what we need to
prove Theorem 1 (which is valid & —a.e. w.r.t. Z). In order to prove
Lemma 2, where, as stated in the introductory sentence to the lemma,
we bound the measure of a set with respect to the empirical measure
12, we need to evaluate the measure of the set {(z,v) : [v-w| = |w||v|}
with respect to the measure p because the measure of this set vanishes
only asymptotically (i.e. with respect to the limit measure with density
fo). We choose to evaluate this measure with respect to the parameter

al (i.e. as o(a;?)) for further convenience.

n
A similar, simpler statement can be proved #-a.e. w.r.t. Z,: in
this case we obtain the bound = 3" | [ ina,j<er < Ke® (P-ae. wrt.
Zs). This alternative statement could be used instead of Lemma 2
to prove our main theorem. We prefer nevertheless to use Lemma 2,
getting in this way bounds which are (as much as possible) valid on the
whole subset of initial sequences Z,, such that the associated sequence

of empirical measures {u2}22, converges weakly to fo € 7 (RY x R?).

Remark 3. Notice that, since all bounds are uniform in the velocity w
and = > 1 =o(a,?), we get also

i,5:vivg|=|vilvj]

1 — I e~ 1w
¢ —d
(46) n2 Z [|Sina¢j|S€B < n J;(ﬁ ;Ismauﬁeﬁ) < Ke* + o(a,”)

ij=1

A last very useful tool will be the following parametrization of the
points ¢ € T.(t,z). Let u = T, . be the maximal collision time defined
in (8); then we may define the change of variables

c=z(u)+w.,, wuel0,t), w.edB(0)
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where w. = ew and w € 9B;(0). Using this parametrization, for
each non negative function V€ L*°([0,T]; W1°°(R?)) we can write
V(T,coc) =V (u,z(u) + ew), getting then

t
(47) / dee™V e = 10y (/ du[eV<“’f<“>>+¢e<u,x<u>>l)
Te( 0

t7Z)

where we may bound the remainder through the trivial inequality
eV —e™®| < |z —y|, for z,y > 0, and the function ¢, is such that
supyo, 7 |@e| oo (may = O() — 0 when & — 0.

4.3. The sandwiching property. We prove now the sandwiching
property for the system defined by (31) and its implication on the
convergence of (7).

Lemma 3. (sandwichmg property) Consider Vi e v, Enents Mnen de-

fined by (6) (7) and éneM, VH(QM, "’75;2,1\4 defined by (31). Then, for
k=1,2.

(2k—1) (2k+1) (2k—2)
gnaM —gnaM _€n6M<§naM—€ne,M

(48) VD <V < Ve <V <y
2k—1 2k+1 2k 2k—2
777(18 ) — 777(18 ) < Thn.e 777(1,67)M S 717(175,1\4)-

Proof. We have 0 = VH(?M < Vaem < V(s y»> which implies 771(1 ) M2
nne?M - 77( M and SneM —g &M = SneM
We have therefore

éneM—§n2M<£ € 7M<§n€M—£neM

1 3 2 0
1 <0 < e <00 <0

and (48) is valid for k = 1.
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Since the following chain is also valid:
Vil < Vi <Veew <V <V =

2k—2 2k 2k+1 2k—1
nCED > P > e > ) > ) =

(2k—1) (2k+1) (2k+2) (2k)
gn,a,M S Sn,e,M SS% 7M<§naM S n,e,M =

2k 2k+2) 2k+3 (2k+1
Vn(,e,])\/l S Vn(,e,M < Vn&M < V < VnaM)

the statement of the proposition follows by 1nduct1on. O

We may then prove the following corollary to Lemma 3:

Corollary 1. Consider Vy, . s, Enenr, Mnem and Vn(QM, E,(Lka) M nffﬁM

defined as in Lemma 8 and Vi, and &, given by (14) and (]5) with
(f,0) unique solution of (2). Then, when n — oo,e — 0, for any
sub-linear operators L on L*=([0,T] x R? x RY)

LV VB 50 = LVyen — Vi =0
L|§naM - 7(k)| -0 = LETp|§n,€,M - §L| —0

LE ')y =] = 0 = LE |njc0r — 11| = 0

Ll [ dzd(§) =€) =0 = LE,| | depd(6nenr—Er)| = 0
Rex R4 R xR

Proof. We denote here by ¢, = ¢ A0, o = —¢ V 0 resp. the positive

and the negative part of ¢.

Let F,, - m be one among the non negative functions V,, - ar, 1 — &,.c.0m1,
L— ety [ dzpldos oo, [dzpdd_ &nen and .F,S]fe)’M its approximant
of order k (defined through (31)). Let JF, be its associate limit func-
tion (defined through (14) and (15) ) and F*) the approximant of F,
(defined through (28),(29) and (30)).

Because of (48), we have, for a given k > 1:

Fo = Fu < Foer — Fo < FE = 7,

n

and therefore,

| Frens — Fr| < |Fp — FC| 4 [Fp — FEHU |4
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|f(2k+1) . f(2k+1)| + |f(2k) f’(Zk |

Since ||V, —V®|| oo 11xre) and [|Er [€1, —EP] || poo(o.1)x R xRY vanish
in the k — oo hmlt (see (27)), and since E, [|n, — 0] < |V, — V®)]
(cf. Remark 1), the assertion is proved. O

As already pointed out, Corollary 1 is valid in particular when L is
an expectation value operator.

4.4. Equivalence between (33) and (25).

4.4.1. Motion of light particles in a decaying medium: equivalence of
the light particle components of (33) and (25). We prove here a lemma
which describes the behavior of the light particle component of the
system (33) in the n — oo limit. In this lemma, we consider a particle
system such that the rate of death of the obstacles is given and inde-
pendent from the light particles component, while the light particles
are instantaneously adsorbed each time they collide with an obstacle.
The correspondent limit system consists of equations which are coupled
only in a very weak way and the parameters determining the asymp-
totics are independent.

Let g(t,c) € L}([0,T]; W1*°(R%)) be a non negative function. The
risk function V' (¢, c) defined, for ¢t < T, by

Vit,c) = /0 t g(s, c)ds

is non decreasing as a function of .
As in the previous sections, we define:

nV(t’ Ch) = I{V(t,ch)<7—h}

49
( ) n,e, M(t ZZ) =1 M :
{@i(s)¢ U Be(cr)nY (s,cr) VE[O,)}

We have then:

Lemma 4. Let g(t,c) € L'([0,T;; W'®(RY)) and &) .\ be defined
by (49). Consider the sequence Zy, € (R? x RY)>™ and its associated
sequence of empirical measures {p}°2 . Assume p? — fo € & and

o[l — |v|fo € L. Then V¢ € Cyp(R? x RY),

2

lim E" ZQ*MM (t, z) (T (%)) —/ dxdvf(t,z,v)p(z,v)| |=0
R

77/—)00
e—0 dxR4
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(independently of the order of the limits) where (f, o) is the (unique)
solution of the following system of partial differential equations:

Of +v-Vof =—v|Coo f

0o = —go
f(owrav) = fo(l’,’l])
o(0,z) =

Remark 4. Of course, when V = V*~1 we have fneM = fneM,
that obviously (by the triangular inequality) Lemma 4 implies the limit

E"| fda:dvug(ér(f;M — &£ g|] — 0, when € — 0, n — oo,

Proof. According to the definition of maximal collision time (8), we
have

Vh:1<h<M,
neM(t ZJ)_l A
T.

7>

en N> nfoer, {nY (s, cn) = 0} AL

The function F(-,¢) = inf{z: 2z =V"1(-,¢)} is well defined and
inf{s € R, ;n"(s,cn) =0} = F(1,,, cn).

Moreover, the maximal collision time 7T}, . is greater than ¢ if and only
if ¢ does not belong to the tube 7:(¢, ;). It follows that

Prley ytz)=1] = P*[{1<h<M: T, At>F(r,, ) At}]

j:Ch

M
— E"

h=1

= ©Xp —Ms/ dee™V oo |
’TE(tvzj)

Using (47), because of the weak convergence of 10 and |v|u?, we get

(50)
ZSMM (t, 2)p(T"(2:))

n%oi&z-:ﬁo / dxdvf(t’xjv)gf)(l‘,v),
Rd xR

the result being independent of the ordering of the limits.

11 (f {en# Tt} T Lene et sz,chzvflvch,ch)m})

|
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From (50), we prove Lemma 4 as follows. We call

Ein = — Z Enent(t 20)6n e (t 21)0(T" (20)) (T (25))
zZ]#]l
En = 4dXRgxdvf(t,x,v) ansM (t, z) (T (2))

We write then:
2

ansM (t, z) (T (%)) —/R dxdvf(t,z,v)p(x,v)

dwRd

> aneM t,2)0*(T" (%)) +€1n+52n/ dxdv f(t,z,v)p(z,v)

R xRd

where E" [ 5 Z & et zi)qbz(Tt(zi))], when n — oo, obviously van-
ishes and, thanks to (50),

Sgn/R dedvf(t,z,v)p(z,v) = — (/R dxdvf(t,x,v)¢(:c,v))2.

dxR3 dxRd

As for &;,, we observe that, for i # j:

B [ it )€Y i(t, %)) =

exp —ue/ dee™V Tziee) _ Ms/ dee ™V Tzje0) |
ﬁ(tvzi) ﬁ(tVZJ')

exp ,ua/ dc (I{c T, o<Ts, 0} € ~V(T%j.c.0) + I{cszi’c>sz’c}e_V(Tzi,mC))].
Te(t,25) N Te(t,2:)

We write 1 = Ijgina,>es + 1 Sm%‘@g, for g < —. Then, using (46)

and [T2(t,z;) N T(t, z:))]r < K%' (always Vahd for intersections of
flow tubes, as shown also in the proof of (44)) we have:

n

1 n
ﬁ [| SinainEBE [£X€,M(t’ zi)éXE,M@v Zj)]
ij=1
l']?éj
1 n
< 2 Z eﬂs[Ts(t,Zj)nTs(t,Zi)]LI‘ snany<e? < Kﬂgc + O(a;d)'

i,j=1
7]
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As for the remaining part (since [|gna,,1>e8 = 1 = jsinay,|<e8); from
(46) and (44) we get:

1 &
E Z ¢(Tt(zi))¢(Tt(zj))I\ sinaij\>6f3En [gr‘;s,M(t’ Zi)gr‘L/,e,M(t’ Zj)] =
i,7=1
i#£]

ofaz) + O(=) + 3 > (T (2))o(T"(2) x

ij=1

X €XP | —He / dee™V T=ie0) —i—/ dee™V Tz0) K et
ﬁ(tvzi) 7—5(t7zj)

since in this case p[T:(t,2;) N T:(t, z))]L = O(e'"%) — 0, so that
(using (47) once more)

Ein — (/ d:cdvf(s,x,v)¢(:c,v))

and Lemma 4 is proved. O

We emphasize again that all results in this Lemma are independent
of the ordering of the limits n — oo, € — 0.

4.4.2. Fquivalence of the obstacle components of (33) and (25). Lemma
4 describes the asymptotic average behavior of the light particle com-
ponent of the system (33). The asymptotic average behavior of its risk
function, for an obstacle located in ¢, should be equivalent to the behav-
ior associated to the risk (28). This fact is described by the proposition
proved in this section and its corollary (notice that the risk function
of a given obstacle with position ¢, differently from the generic risk
function associated to a given position, is defined only if there exists
an obstacle in ¢ ). The second proposition will be useful in the proof
of equivalence of (33) to (31), in the next section.

It will be convenient to define the following stochastic functions. For
z=(r,v) € RY x R%:

(51) Pt e 2) =1 = Ieeran Lyw re o o)<r)
t —
PP (t, 2) :/ du/ v - wldwexp (V™ (u, z(u)))
0 2B1(0)
Q) (5,1, ¢) = qu(i(s) — €)an(z;(t) — )
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Given these definitions, a fundamental tool in all estimates in this
section is the following lemma:

Lemma 5. Take a sequence Zy, € (R x R and its associated se-
quence of empirical measures {ud}> . Take a sequence {A,}5°, of
bounded, Lebesgue measurable sets such that B, C A, (with B, de-
fined in (9)) and assume pd — fo € 7 and |v|ud — |v|fo € . For

0 <s<t, we have

(52) i
ﬁfAn deRY (1, 5,0) =1 - ﬁ\n]L[P(k) (t,25) + P (s, 2) (1 = 3)]

REQ)(zi, 2, t, )
[An]L

where, for each ¢ € (0,3 — o),

1 & B B B
(53) gz IRP) (21, )| oo rorix oy < K™ ] 4 % Ho(ay )]
i=1

and

4l
(54) lim e > IR (i 25) ooy = 0.
ij=1

Proof. Formula (52) follows, through simple calculations, from (47),

expanding the expectation value in the definition of R ®

(51), and writing

_ t
/ dee™ V" Tee0) — gd-1 [p(k)(t, z) + Cd|v‘/ du@(“@(“”] ;
Te(t,2) 0

doing this, we obtain for the remainder

, given in

|R®) (21, 2, t, )| < €™ Cal|vi] + [0;]) 1< ]| £ (10,7 xR
(55)
+[T(s, 25) VTt 2)]L

where || || oo jo,r1xre) = O(€) — 0.

We use then the bound (55) to obtain (53) and (54). In the single sum
in (53), so as in the double sum in (54), thanks to the weak convergence
of |v]u?, the contribution of the first term on the right-hand side of (55)
is O(e?). As for the contribution of [7.(s, z;) NT-(t, z;)] 1., we bound the
Lebesgue measure of the intersection of the tubes using (44); then,
thanks to the weak convergence of p toward the (sufficiently) regular
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function fo, we can use Lemma 2 and (46), with 5 < %, to estimate the
contribution coming from the grazing collisions (belng the remaining
part in both sums o(e?71)). So, from Lemma 2 we get straightforwardly
(53) and, from (46), we get the bound:

1 & B 3
(56)  — > IR 2) ooy < Kaet [ + o(a, )],
ij=1

so that, when ¢ — 0, we obtain (54).

We may now prove the main proposition of this section:

Proposition 1. Consider the stochastic variables defined in (33) and
(28) and the sequences of positive real numbers {a,}o>, and {e,}2,

satisfying conditions (18) and (19), i.e. lim an=" = 0, for some
n—oo
k€ (0,3), and lim ale =0, for some ¢ € (0,5 — 55).
n—o0

Then, &2-almost everywhere w.r.t. sequences of initial data Z,

_ 2
lim [A,], sup E" (t,c) — VW®(t, c)

{‘ An7€7
n—oo tE[O,T]

[M21:| =0

where {A,} is an increasing sequence of bounded Lebesgue measurable
sets such that B, C A, (with B,, defined in (9)) and lim A, = R™.
n—o0

Proof. We expand the square power in the expectation value and we

calculate the value of the three resulting terms.
Because of definition (51), using (40), we can write:

(k—1
& =TT A

We substitute this expression in the definition of flgﬂi s 0 system (33),
and we obtain (resumming on the Poissonian variables):

2
I{Ale}] =

ij (b—2)
,Ug[An]L(/ dC £ [A<‘]Sla S92, C) B 1)]_ eﬂs[AyJL) "
n n]L

« fAn de Qy(s1, 52, )R] (5178270)

f d R? (k72)(51, Sa, C)
c
An [An]L

(AL E” UAmM (t,c)

Z/ ds; dss <exp
0

i,7=1 [0,£]

)
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Then, using Lemma 5, we have:

(57) A, LE" UAM Lt c)r[{MZI}] _

= > / dsy dsy e HP" 7 orm) o0 (52,2) (1203
2

i.j=1"1

x (1 + el~4RY®) [/ dcQY(sy, s9,c)RIFE=2 (s, 52,0)}

where RY®) — Rg?’)(sl, Sa, 2y 2j) < Kth)(sl, S2, %, 2j) is such that
gl-d » .
—r D IR e painiom) < Kay(e€ + o(ay?)).
ij=1

We recall that, using Lemma 5 and since ¢ € .7 (R?), we have, Z?-
almost everywhere w.r.t. sequences of initial data Z, and for any
D c R?, the bounds
(58)

1
S LI [ de@its.t.0) < K @adlal (= ofa ),
D

i,j=1

1

e/ )dc@”<stc><0tedl a5 ol
ij=1"7Te(t,zi

Therefore, using the definition of RY *~ given in (51), we get the
equality

2
[Anlz UAmM (t C)) I{le}] = R0+

Z/ dsidsse™ " pl(p* =2 (s1,2:)+p* =2 (s2,25) (1— 511/(%@33(81,82,6)

5,j=1 An
where
sup RS‘) (t) < 4Kq@T2”quan<€< + o(a;d)) + O(éd_lafl) — 0,
te[0,7

since lim afe® = 0 with ¢ € (0,5 — ).
n—o0

Let z = (z,v) and Z = (y,w). Define the sequence of measurable
sets AS[2] = {a € R?: 3b € A, s.t. a = b— z(s)} and the sequence of
functions Q’j\%(z, z) = (Ips[210n) * qn(2).
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Since ¢ is a radial function, we have the following equality:

n

1

n? &
i,7=1

—u[(p(’“‘”(Sl,Zz')er('“_Q)(82721')(1—%)/ dc Q¥ (sy, 89,¢) =
An

f(Rded)Q dzdz[ul @ 10](z, Z)e’“[p(k_m(Sl’sz(k_Q)(sQ’g)]szz (2,2(s1) — y(s2))

1 - - -
+ngd dZ,u?L(Z)Gfﬂp(k 2)(sl,z)[1 _ eflup(k 2)(82,2)]@’;\22 (Z, IL'(Sl) — y(52)),

where the last term is bounded by
d

%/dzﬂg(Qn * ) (2(51) —y(s2)) < 2%”‘1”009

In the first term we can use Fubini’s theorem, rewriting

z 2\ o~ e (51,2 (k=2) (55,3 * ~
/(Rd - dzdz[,ug®ug](z’ 2)6 ulp*=2) (s1,2)+p* =2 (s2, )]QAZQ (Z,l‘(sl)—y(SQ)) _
X

/ 1 / N A e g, (0~ a(s))] %
X

—pupkF=2) (g9,%
X [e nem 23, (@ — y(s2)) Iz (a — y<82))]

and, because of (42), we can use Lebesgue’s dominated convergence
theorem to pass to the limit into the integral.

{A,}2, is an increasing sequence of Lebesgue measurable set and
Iy, — 1in L®(R%). From the P-a.e. weak convergence ®_ g,ud —

®g:150 fo and the L convergence of I)s(,, we have

yls

Jo2w ismaye ds1ds2dzdz [y @ ] (2, 2)
X e_“[p(kd)(sl’z)”(hm(82’2)]Q}k\i2(2, z(51)—y(s2))

— fRd dc }V(k)(t, c)}2,
so that we obtain finally

i —plp* =2 (s2,2 (k=2) (s1,2;)(1—63;
nlggoﬁz /0 dsy dsy de Qe ule (s2,2i)+p (s1,2;)(1=0i5)] —

t X An
/dc }V(k)(t,c)}z.
R4

2,7=1
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We compute now the double product and, because of the definitions
of pgk), A,, and of the boundedness of V*) we get :

A ]LE” [Agf;M@, VI, c)z{le}} — O(ade® 1)+

n

n t 7*()6_2) L eC
%j;fo ds <eXp [—/ie fTs(shzj) dee™V" T Tz, )]

x fy, deV O, c)gu(z(s1) =€)
Using (47), &-a.e. with respect to Z.,, we get:

(Al B [A% 3 (1, )V (1, 0) Tarzny | =

1< [ _ _
—E:/ka”WQ““f/ de VO, ¢)gu(xi(s1) — €) + ole)
n - 0 A

=1 n

so that, because of the Z2-a.e. weak convergence of ¢,u’ and the
hypothesis on fy, we obtain:

2 lim [A,] E" [AfwM(t )V ® (t,c)I{le}] — 9 / de [Vt o).
R

n—oo

For the last term we have:

[An]LE" Uf/(k)@’ C)|2[{M21}] =(1— eﬂs[An]L>/ de }V(k)@’C) 2

whose limit is [, dc ‘V(k) (t,c) }2 because of the L> convergence of Iy, .
Hence, we have established Proposition 1. 0
In addition to Proposition 1, we shall need its corollary

Corollary 2. Under the same hypothesis as Proposition 1, for the
obstacles life functions defined in (30) and in (33) and for all ¢ €

Ck(R?), P-almost everywhere w.r.t. sequences of initial data Z,:

M
. ni_.d—1 N|A ) —n . =
JLI{:OE [5 Zl -[supp¢(cl) |77n,6,M(t7 Cl) n(tv Cl)” 0
Proof. Since for all § > 0 (cf. Remark 1)
d ! Z supp¢ Cz ‘nn € M(t Cz) ﬁ<t7 CZ)H <

1 B _ .
SEET M Lo (VO (1, ©) = A7 3 (2, )] + 2041 [suppep 0 A



32 CEDRIC BERNARDIN AND VALERIA RICCI

the proof follows easily bounding the first term on the right-hand side
by Cauchy-Schwarz’s inequality and using the identity

E"[(e™" M) Lupps (¢)] = 1*[An]r[suppg N AL
and Proposition 1. O

We shall need moreover a modified form of the proposition, whose
proof will be only sketched, being essentially the same as the one of
Proposition 1

Proposition 2. Under the same hypothesis as Proposition 1,27 -almost
everywhere w.r.t. sequences of initial data Z.

lim sup ( 1 E™ [‘A&M V ‘ ( Zn, 01701>M[c167}(Tzh ]) = 0.
n—00 1<p<n \ [Unl
Proof. The proof is obtained along the same line as the proof of Prop.
1, since T, ., is independent of the stochastic times T, is bounded
by T and all quantities involved depend on T}, ., in a simple way, so
to allow to get estimates uniform in z.
Using, instead of (58), the estimates

hC1

gl-d n
Z ||R]( ||L°°OT x[OT]Q (S t,c) < K,a (5C+o( _d))
i,5=1

1 n
. Z/ dc QY (s, t,c) < Kglop|le“al (e¢ + o(a,?))
n ij=1" Te(t:2n)NTe (t,2:)

which are a consequence of Lemma 5 and of the bounds (42), (43), we
perform the change of variables (47) and we get:

1 n 2
mE ’A T., c1rC1)

fqewm} — O(a (¢ + o{az™))+

C ) 7
,u d z :/ dS/ dSIdSQQ 5175271%(8))6*#[[)(’“ 2 (s1,2)+p* 2)(32,,2].)]’
0

i,j=1 [0,5]
while for the double product, we have
1 . _
|’U |E [MI{CIEE(Tvzh)}Agfg,M(t7 Cl)v(k)(ta Cl)] = O(ag—’—l‘(‘:)+
h

HC Z/ dsV ) (s, 23(s)) / 10 (5 (51)—2n(5)) expl—pp 2 (s1, 2))].



PARTICLE MODEL FOR COUPLED PDE’S 33

Of course

1 — 2 r — 2
WE” [M ‘V(k)(t, c1)| [cle']z_(TVZh):| :uC’d/ ds ‘V(k)(s,xh(s))‘ +0(e).
0

Then, observing that, thanks to the &2-a.e. weak convergence of q,u,
the quantity

LTk _
— B [|AY (T2 ey 01) = VIT, ) PM et )
v

vanishes for all fixed h € N, uniformly in z; because of the choice of the
initial data (cf. Remark 9) and since all error estimates in this section
are themselves uniform in zj,, the Proposition is proved. O

4.5. Equivalence between (33) and (31): the O, P-frozen sys-
tem. The last step to complete the proof of our main theorem is to
estimate the distance between the particle system (33) and the particle
system (31). The difficulty, here, originates from the complicate de-
pendence of the life functions, defining both systems, on the stochastic
configuration: in particular, this dependence compels us to use (24) for
estimating differences of life functions for both species, preventing the
use of any of its simplified forms, mentioned in Remark 1.

Since the system (33) is equivalent in the large particles number limit
to the system (25), a mean—field system, what should happen for sys-
tems (33) and (31) to be equivalent in the limit is that (31) is somehow
stable (in the large particles number limit) w.r.t. deletion (or addition)
of a finite number of particles of the two species. This is in fact the
case, as we shall show in the first Lemma in this section. Then, delet-
ing light particles and obstacles in a suitable way from system (31), we
shall be able to simplify the dependence on the stochastic configura-
tion in the estimates and finally to prove the asymptotic equivalence
between (33) and (31).

Let O and P be finite subsets of N and k the level of approximation.
In this section, we introduce a sequence of particle systems where the
obstacles with labels in O (resp. light particles with labels in P) have
no interaction with the light particles (resp. with the obstacles). These
systems will give us a tool to estimate the required distance.

For a given configuration of obstacles, c¢yy = (ci1,...,cy) and a
particle initial datum z, = (z1,...,2,), fix the sets of integers O C
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{1,..., M}, P C{l,...,n} and define, for integers M, k > 1:

0,0,P k,0,P
77(1,670 )(tv zj) = 77(175,0 )<t7 Zj) = [{j¢7)}7

0,0,P
WDt 25) = Iemy,

STt co) = Tigoy,
(59) i (tz) =1 Iiery,
mear (%) s U Belenst10) ) voeton) 00

(k,0,P) _
5n,€,M (t,co) = [{Aglk,f&f)(tﬂf)gﬁz}[{MO}’

1 n
k,O,P t k—1,0,P
ARED (4 e) = 230 fy anlils) = cnriions™ (s, 20)ds.

Remark that Agff]\’/lp)(t,@) does not depend on 7, z;,v; for any
h € O and any j € P, and it does not depend on ¢, h € O, whenever
¢ # h. Moreover, for (O, P) = ((,0), the system defined above is the
k-th level approximation system defined in (31), Section 3.2, i.e.

k0,0 k k0,0 k k0,0 k
Agl,E,M) = Vn(,a),M7 ’Yr(z,a,M) = gr(z,a),M’ 57(175,M) = 777(1,2,M'

4.5.1. Proof of the equivalence between (33) and (31) using the O, P-
frozen system. Using the bound (41), we can use the same strategy as
in [NORJ.

To shorten the notation, we define in this paragraph, for sets O, O; C
{1,..., M} and P,P; C{1,...,n}:

A (00, Py) = | AL - ALSD

for M =1,...,

0e) = 0

Si,Z’M(Ce) = Ml (co)locq,. i Ipcq,..n}s
and 7 =700,

€,t,2; e,t,0
We prove the following lemmas:

Lemma 6. Consider the stochastic variables defined in (59). Then,
under the same hypothesis as in Proposition 1, for all integers k > 1,
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p > 0 and for all O1,P1 C N s.t. 0 < #0O1,#P; < oo, Z-almost
everywhere w.r.t. sequences of initial data Z,

lim i Z sup L

En

p
/ H dsthn<xjh (th) - Cih)[{Cih67;(5jh717zjh71)}
[0,7]?

— p ;
n—0oo 11 1§j1§nzmeRded |v]0| h=1
1<j,<n
OUO1,PUPL,M i1,00p 0y —1 gnM (k) _
X IO OLPPM (o) M S AT (O, PO(Ty eppce) | =0

foralliy,....i, € OUO; and s;, < T, zj, = (xj,,v),). Limit (60) is

valid also in the case where T replaces T, .

Remark 5. This lemma shows that particle systems obtained from (31)
by deleting a finite number of particles and /or obstacles are equivalent,
in the prescribed asymptotics.

Proof. The proof is obtained by induction.
For £k =1, we have

n 1
Ao (O, P (T eprer) =

TZJ',C[
S [ dsaulants) - o)
hePy 0
Denoting N = #{i1, ..., 1i,,{} we build a partition of labels by group-
ing them in the following way.

We start from the label £ and we denote as (R PRTY AR with k:§” <
1 w1

9 Zk.
k;l) < .. < k;z(ull), the w, labels among the p + 1 labels ¢y,...,%,,¢
having common value ¢; notice that k‘&) =p+1, being ¢; ., = ¢, the
obstacle associated to the light particle label j,.;. We then consider
iy, = max{is : i5 # {} and we call ik?” . ,ik%) the wy labels having
value i7,, always using the ordering k;f) < k‘éQ) < ... < k:z(i) (i.e.,
k;533 = f1). We build in this way N groups of labels and we denote ¢

the group label such that k‘@ =1.
We can write then

1 ) E
(61> E Z E /[OT}P H dsthn(xjh(sjh) - Cih)[{cihG'Ts(th,l7Zjh,1)}
) h=1

1<j1<n
1<jp<n
T, .
TOUO1, PUPL,M Nl -1 1 e d <
X €584 rZip (CZ) ﬁ Sqn('rjp+1<8) - CZ) =

Jp+1€P1 0
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S DMl | T

] (1)6731 1<_] ( )<nq 1

wy
1<j (1)<n h= 1, W

q=2,...,.N
h=1,.. 7wl—l

Wq

H dsjkgq)q"(xjkgq)(sjkzq)) Ck(q))[{ P

h=1 Cl wq hr:]17;(sjk}(lq)717zj

We use then the bound

)}

k}(lq)ﬂ

[ wq S [{CZ (@ eT:
kwq

{Cik(q) eh@17;(sjk£f)—1 25 ( )}

G5 @) %@
. ) L kl —1 kl —1
(a)

Wq

so that, thanks to (42), we have:

[T (5, Ty

En[M ] q=1
o < 2L (gl )— /. Hdc@k@{{czk(q_gemsm,zjo>}

nql

g ds; an(z; (s; ) — ¢ )
J LN J v [ €T=(s; 2
' /O,T} k{® 1 A k(D 1 { 50 (Jkgq)f1 Jkgq)ﬂ)}

and, using (43) and E?[MY] < K (u.[A,])Y we get finally:

K
)(MTchz) (K

1)< K ,
o1 < & (Pl AR

so that (60) is valid for k = 1.
Let assume that (60) is true for & — 1. From the definition of

A,(ffj\’f) (1%, ¢,, c¢) and the bound (41) we have:
(62)
AnM k)(Ol,Pl)( T, coCo) < — Z / dsqn(zj,,,(5) — cg) %
Jp+1 1
(k=2,0,P)  <(k—2,0U01,PUP;)
[Z [{Cm6773(5 ij+1)}| n,e, M - 5n,e,M ' ' ‘(szp+lycm7 Cm)] )
m=1

and from Lemma 1, for § > 0,

63)  E, | cw)] <26+

(k—2,0U01,PUP;) (k—2,0,P)
5n &M - 5n,e,M (T

Zj1,Cm>?
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E [AnM(k 2O U {m}, Py U )T, cm,cm)}

1 n
+5En, [ABUS Ao, (LD (T )|

When substituting (63) through (62) in the expectation value (60),

the term coming from the first term is bounded by 2K;|P| \vjo\é%,

where K; = K((T,Cq, p, K1, Ko, p, #{i1, ..., ip, 0}, ]|¢]|s0), while the

last terms vanish asymptotically because of the inductive hypothesis.
The last part of the Lemma is proved replacing T, ., by T U

Lemma 7. Consider the stochastic variables defined in (33) and (59).
Under the same hypothesis as in Proposition 1, Vk > 1, VO, P C N
such that 0 < #0O, #P < 0o, &-almost everywhere w.r.t. sequences of
mitial data Zo,

1 -
(64) lim sup ——E"[Z07M ()| ANGD — AY) (T, )] = 0.
n—00 |<yn ‘Uu| e, T,z n,e n,e,
Proof. We can prove Lemma 7 by induction.
For k=1 and 1 <4 <n we have:

1 . a®
—EMIOT M (e AP — ADUT, o, c0)] < #(P)CaT? quHoo;"

so that (64), because of (18), is valid.

Let assume (64) is valid for a given k£ > 1 and VO, P.
We shall use the notation > = > and ), = > .
igP  1<5<n hEO  1<h<M
jgP h¢O
From the definitions (59) and (33) we obtain

1 ) (k,O,P) A agl
mE [IETP,ZM< )|An€M A£LeM< Zu ché)] S (#P)CdTQIqu”OC’;_'_

Tzu
o [ & Z/dsq"‘cﬂ )= ) [£40 =010 (5. )].

Since both £*D(s,z;,v;) and y*1OP)(s 1, v;) are of the form
(40), using (41) and then (42) and (23), #-almost everywhere w.r.t.
sequences of initial data Z., we get (we omit the time integral):

(65)

1 07,?7M<CZ) )
n 2B T () — ) [ = 07RO (s,zn] <
i¢P !
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TCapldllcay | TCa#O)( ZI ) e+ 3(C + o(az ) | +

(’)PM( )

n [ TZu
ZE 7’L|’U | (xj<8)_cé>zlch67}(s,2j)

J¢P hgOU{¢}

(ke k—1,0,P
’f](k 2)_51(1,5,M )’<sz7chvch) :

We use then lemma 1 and we write, for § > 0:

(66) E,, Hn(k 2) 5£Lk€ ]{4(9 P)’ (sz,ch, Ch)] < 26+
= [{[yey - Al A D} T )]

since Agca ?VIOU{E} PU{]})(TZﬁCh, ¢p,) does not depend on 7.

The contribution to the right-hand side of (65) coming from the last
term in the last expectation value of (66) vanishes in the limit thanks to
Lemma 6 and the contribution coming from the first term is bounded
by 26(K, + Kyale® + o(a,;?)) for each ¢ > 0.

We evaluate now the remaining term, recalling that h # /.

When h # ¢, since |[V#~2) — Ailk;]z\}[(’)u{é}yu{j})’ (T,

i.en> Cn) 18 indepen-
dent of ¢y, we have (again omitting the time integral):

E™ wz I [ (k=2)_ 4 (k=2.00{PUGD | 1
ol ﬁpqn(x](s) ce)leyeTe(s,2) oAl (T 00> 1)
héOU{e}
= nﬁj\ B [LeeTe(1,2)n (%5 (s) = €)]
ul 55

% " [ZOP M(ep) ’V(k—z) _ Aillf;]z\fu{z}ﬂ?u{j}) (T 0, Cl)]

£,8,z24

By the triangular inequality, we may then bound the time integral in
[0, T of this quantity, &2-almost everywhere w.r.t. sequences of initial
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data Z.,, by the sum of:

T
/JI’E n
3 / 45 B Lo oy n (5) — )]

n|vy| igp 70

XEn[IOPM ¢) ’V(k—Q) B A(keﬁ

£,8,2 IS8}

<T2j701 ) Cl)}

2

(1 1 (k—2
Vik=2) — Agz,s,]\}

<T2u701 ’ Cl):| )

1<u<n

< Ky \/ sup En [|U_I&]‘4T7zu(cl)

vanishing because of Proposition 2, and

T
”6 n
3 / 45 E"[Toerruomyydn(@; () — ©)]

n|vy|

igp 70

XEMZO7M (1) [ALD) — ALV (1 )]

<K En gfz’;\d(cl) Ah=2.00{1PUGY) _ 4(k=2)

< | ] |

vanishing because of the inductive hypothesis (the constants there de-
pend on Cy, pu, T, K;, K3). Since, because of condition ale¢ — 0, all
terms vanish, the Lemma is proved. O

Now we can estimate both E"[¢?~ 1M_fsupp¢(c)|77n€ u— nfng (t,c)l]
n _(k
and B3 Tte,e o) s~ e (Tsy o )] Using again lermma. 1
1,0k k) (k) k i (k
with (8, A5,) = (19,79 and (0243, 420) = (120 A0
we get, Vo > 0,1 =1,2:

(67) E., [0 o — 1@l (oen)] < 20+

1 k.{h k.{h i\(k
SETh[{‘VHE M A( { }{j} ‘ + ‘Agz 5{ Py An,(e,)J\d } <'7 Ch)]'

The expectation values of (67), both with temporal argument ¢ or
T, c,, vanishes in the n — oo, ¢ — 0 limit: in fact, the expectation
value of the second term on the right hand side of the inequalities
vanishes, for ¢ = 1,2, because of Lemma 6 (with P = 0,0 = () and
the expectation value of the third term vanishes for ¢ = 2 because of
Lemma 7, and for ¢« = 1, in addition to this, because of the bound

_ k{h}.{j — k) 2 (k k,{h
VO — AERIVPL < (VO — AT |+ ATy — AR,

and Proposition 2.
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Collecting all results in this section we prove

Proposition 3. Consider the stochastic variables defined in (31) and
(33). Then, under the same hypothesis as in Proposition 1, &-almost
everywhere w.r.t. sequences of initial data Z,

(68) g;n;OnZE"[\ﬁk’ (t.2) — € (12| | = 0
and
(69)  Tim B[ M Lo ()0 1yt €) = 01y (1, 0)] ]| = 0.

Proof. Since

—ZE"[ )] < ZE"[W 1 =T )

the proof of the proposition follows bounding the expectation values
n (68) and (69) through the appropriate version of (67) and using
Lemmas 6, 7 and Proposition 2 in the way discussed after (67). u

naM 5

5. FINAL PROPOSITION: ASYMPTOTIC EQUIVALENCE OF (31) AND
(25)
We may now prove our final proposition, which will allow us to es-

tablish the vanishing limits of (34) and (37) :

Proposition 4. For the life functions defined in (30) and in (31), un-
der the same hypothesis as in Proposition 1 and for all ¢ € Cy(R? x RY)
and ¢ € Ck(RY), the following limits are valid, Z?-almost everywhere
w.r.t. sequences of initial data Z.:

(0)  tm E 1S 6 ) ED () — 600 2)]| =0

n—oo
and
n k _
(1) lim B[ 12 capps (e8) s (1 ) = 192, )] | = 0.

Proof. By the triangular inequality:

B[l o — €l 0] <
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1 n B . . noo
1 3o o G e 0 1= I el )

and the right-hand side term vanishes because of Lemma 4 and Propo-
sition 3.
In the same way,

M
nfd- ! _
B ) Laupprs () Iy — 7P| (t )] <
=1

nr_d— k ~(k (k _
E™M (e M L () {18 3r = 2% g+ 1% 1 — 793 (2, )]

and the right-hand side term vanishes because of Corollary 2 and
Proposition 3. O

This proposition completes the proof of theorem 1.

6. APPENDIX

6.1. Existence and Uniqueness of solutions for the limit sys-
tem. We give here the theorem of existence and uniqueness of solutions
of system (2), which we can state as follows:

Theorem 2. Let fo > 0 and o9 > 0 be s.t. fo € LY(RE; WLo(RY)),
vfo € LYREWER(RY)) N LP°(RE x RY), v?fy € LY (RY; L>=(RY)) and
o9 € WL°(R%). Then for each T > 0 there exists an unique solution
(f,0) to the initial value problem (2) in the interval [0,T)].

The proof of theorem (2) is the consequence of the following propo-
sition:

Proposition 5. Consider the space
W = {F: (Fl,FQ,Fg) : E Z 07 = 1,2,3,
Fy € L([0,T) xR x RY), Fy, F3 € L=([0, T] xR }

with norm

|F|bw = || F1ll zoe (0,7 xRaxRa) + [ F2|| oo j0,71x Ry + [ F5 | oo 0,77 xR
and the map M = (My, My, M3) : W — W defined, for fo,00 > 0, as:

MA[FI(t, 2,0) = fol — ot v)eCabl i oFss—ati=5)
(72) M[F(t,2) = [pa dvfolz — vt,v)e” Jo dsFs(s,o—v(t=s))

Ms[F](t,z) = Uo(x)e—9 Jo dsFa(s,z)
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Assume o9 € WH(RY) and fo € L*(RY WH=(R?)), together with
vfy € LYRE WL(RY)) N L2 (R x RY) and v fy € LY(RY; L>=(RY)).
Then
o M s a strict contraction on W when T' < T, where Ty depends
on Ca, O, |[vfollLee@xray, [[vfoll1mawrecmay, lollwreea)

o Let M[f] = £ be the (unique) fized point of M, then for each
te[0,T], T < Ty,

filt,,) € LYRGWI™(RY)),

vfilt,- ) € LYREGWES(RY) N L*(RS x RY),

vht) € Ll(Rd L*(R]))

D€ Whe(RY).

)

fa(t,

Remark 6. The map (72) is defined so to represent the solutions to the
linear problem (25) (cf. the proof of Theorem 2 on next page), and
therefore it does not depend on F} (the sources in the linear problem
are indeed Fy and F3). Three components are (of course) nevertheless
needed to get a map having as unique fixed point the solution to the
nonlinear problem (2)

Proof of Proposition 5. Consider F, G € W. Then
| M [F] — M [G]|| oo (o, rpxmasmay < CaT||v fol| oo rasay | Fs — G| oo o, 73me)

| Mo [F] = Ma[G]|| oo jo.1pmey < CaT ||v foll 1 mes oo mey) | 73— Gi3| Loo 0,7

| M3[F] — M3[G]|| oo (j0,11xet) < OT ||o0]| oo (o, 7y | F2 — G2 || oo (0,77
We can therefore write
(73) |M[F] — M[G]||w < AT||F — G|y,

where A is a constant depending on Cy, © and on the norms ||v fo|| 1~ Rded),
ool oo (0,71 xRa), |V foll L1 (Rd; L0 (RaY). Whenever T' < Ty, where Ty = 4,
M is a contraction on the complete space W. Therefore, Whenever
T < %, there exists a unique fixed point (f,g,0) = M(f,g, o) (and of
course, g = [dvf).

The properties of the fixed point functions listed in the second part
of the thesis of the proposition follow trivially from (72) and the as-
sumptions on fy. O

Proof of theorem 2. The map M maps the point F in the point M[F],

with My[F] = [dvM,[F] and (M;[F], M5[F]) solution to the linear
problem (25), with sources [y, dvf*~1 = F, and o~V = F; and
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initial data f(0,z,v) = fo(x,v), 0(0,2) = oo(x). The fixed point f of
M is therefore s.t. f = (f, [ dvf,o), where (f,0) is the solution of (2)
for t € (0,7, with T" < 4.

Because of the property of the fixed point (f, [ dvf, o), the solution
is prolongeable for any value of T" > 0. O

Remark 7. Since fi(t,-,) € L'(RG WEo(RY)), [dvfi(t,-,v) € Cy(RY).

6.2. Condition for the weak convergence g,u; — dofo. We state
here a simple condition on the growth rate of the generic term of the
sequence {a, } such that the product of two weakly convergent measures
converges weakly to the product of the two limit measures.

Lemma 8. Let & be a probability measure defined as (4), with one
particle probability density fy s.t.

(74) / dufo(-v) € S (RY),

and q € .7 (R?Y) a non negative function s.t.

/q(x)dx =0 >0.

Take a sequence of positive real numbers {a,}°, (a, > 0) such that

for some k € (0, 3)

Then, given ¢ € Cy(R? x R?), P-a.s.,

R4

1 n
(75) " Z alq(anzn)o(zn, vn) = © [ fo(0,v)p(0,v)dv.
h=1
Proof. We observe first that, since ¢ € .(R?), we can use the identity

1 ik-x A
00) = g [, ik

where § € .7(R?) is the Fourier transform of ¢.

Because of ¢ € . (R%) and (74), in all calculations below we can
apply Fubini’s theorem.

We can then write:
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(76)
1 n
\EZaiq(anxh) Th, Vp) / f0(0,0)p(0,v)dv| <
h=1
1 ik, / k-
- - 1R 1R-T d d dk
(27’(’) ( )H Z ¢ l‘h,vh) Rdx]gd fo(fE,U)Qb(i’,U) L U}
+ [ ata(aa) fole, 0ot v)dado —© [ fo(0,0)6(0,0)d0]
R xR4 Rd
We consider then, for h = 1,..., the sequence of independent sto-

chastic variables
vy (k) =e d(xp,vp) —/ e fo(x,v)o(x,v),
Rd xR4

s.t. Eplvf (k)] = 0 and Ex[|v? (k)] < 2||¢||% and for which we have,
for any even j € N,

(77)

Zuh 11 < B @02t < (V36w

J
n2

We define then

1 k 1
7 o8 = dk|Gg(—) |- NI w
T8 =y /R AT 2 AW 2 sy

h=1 h=1

and we get:

(79)

1 n
2 D datenmdtan, ) ~© [ 10,0000 < € % gl + 6

+| GZQ(anx)fO(x’U)Qb(x’v)dxdv —© fO(O,’U)gb(O,’U)d’U|
]Rd

R4 x R4

Since, because of the characteristic function in the definition of &?,

Ha(o) [Ba [l > vl
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by Tchebycheff inequality and (77), for § > 0,

Ey oo K ; J

:]((Swn> S ?agn(j—l)ﬁ—a
(with K depending on ||¢[| and ||¢]|11), we obtain, for x € (0, 3) and
for all 6 > 0, > Z(|w?| > §) < oo, and therefore ©f )

P (Jwgl > 6) <

ag

Since lim 22 = 0 and ¢,(z) = alq(a,z) is such that ¢, — ©dy, we

n—
get finally

l Y d Pa.s.
n;anQ<anl’h>¢<xh,Uh) — @/Rd f0(0,0)9(0, v)dwv.

t

Proposition 6. In the same hypothesis as in Lemma 8, on a full mea-
sure set with respect to &

Qn(ﬂf)ﬂg(l’a U) - @50<I)f0<1’, U)'

Proof. We consider first functions in the separable space Cp(R? x R9),
the set of continuous functions vanishing at infinity. Let D be a count-
able dense set in Cp(R? x R?) and consider the two sets

A={Zy:VpeD dxdvg, (z)ug(x,v)d(z,v) — O /Rdvfo((),v)gb((),v)}

Rd xR? d

and
B={Zy: / dxdvg, (x)pg(x,v) — @/ dv fo(0,v)}.
R4 x R4 Rd

Because of Lemma 8, both sets have full measure, so as their inter-
section AN B.

For Z,, € AN B the sequence {q,u’}°, is a sequence of finite
positive measures s.t. for all ¢ € Cy(R? x R?)

(80) /Rd » dxdvg, g ¢ — @/Rd dv fo(0,v)p(0,v) < oco.

Since the convergence in (80) is valid also for ¢ = 1, on the set AN B,
weakly in the sense of measure,

Qn(x):un<x7 U) - @(50(37)f0<.1’, ’U)
(see e.g. [MA], p.90, theorem 6.8), and the proposition is proved. [
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Remark 8. Since fy € .Z(R? x R?) and [dvfy € .7 (R?), the conver-
gence proved in Proposition 6 is valid also for [v|[7q,u?, 7 = 1,2, ... (i.e.
ol g — |v[?80 fo). To show it, it suffices to rewrite the proof with
fo replaced with |v|/ fo. Under the same hypothesis, it is also possible
to prove, by induction, that @4L, g, — @4, 80 fo, for M =1,2....

Remark 9. Whenever, in addition to the hypothesis in Lemma 8, we
have fy € LYRE; WH2(RY)) and v2f, € L'(R%; L°(RY)), we can ob-
tain, following the same steps, the weak convergence of (7**q),u’ and
|0 (T25q) i, where we define (7,%%g)(x) = g(x + vt + a). The conver-
gence is uniform in a € R?, as can be easily checked.

Moreover, a very simplified form of the procedure allows to prove
that, given a limit density fy € .7(R? x R?) and two positive integers
P, @, on a full measure set w.r.t. &, |[v[iud — v’ fo and @} _, |vg| 1, —
®i_|vffo, for j=0,...,Pandi=1,...,Q.
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