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Abstract

A sum of affine powers is an expression of the form

f(x) =

s∑

i=1

αi(x− ai)
ei .

Although quite simple, this model is a generalization of two well-studied

models: Waring decomposition and sparsest shift. For these three models

there are natural extensions to several variables, but this paper is mostly fo-

cused on univariate polynomials. We present structural results which com-

pare the expressive power of the three models; and we propose algorithms

that find the smallest decomposition of f in the first model (sums of affine

powers) for an input polynomial f given in dense representation. We also

begin a study of the multivariate case.

This work could be extended in several directions. In particular, just

as for Sparsest Shift and Waring decomposition, one could consider exten-

sions to “supersparse” polynomials and attempt a fuller study of the multi-

variate case. We also point out that the basic univariate problem studied in

the present paper is far from completely solved: our algorithms all rely on

some assumptions for the exponents ei in a decomposition of f , and some

algorithms also rely on a distinctness assumption for the shifts ai. It would

be very interesting to weaken these assumptions, or even to remove them en-

tirely. Another related and poorly understood issue is that of the bit size of

the constants ai, αi in an optimal decomposition: is it always polynomially

related to the bit size of the input polynomial f given in dense representation?
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1 Introduction

Let F be any characteristic zero field and let f ∈ F[x] be a univariate polynomial.

This work concerns the study of expressions of f as a linear combination of powers

of affine forms.

Model 1.1. We consider expressions of f of the form:

f =

s∑

i=1

αi(x− ai)
ei

with αi, ai ∈ F, ei ∈ N. We denote by AffPowF(f) the minimum value s such that

there exists a representation of the previous form with s terms.

This model was already studied in [8], where we gave explicit examples of

polynomials of degree d requiring AffPowR(f) = Ω(d) terms for the field F = R.

The main goal of this work is to design algorithms that reconstruct the optimal

representation of polynomials in this model, i.e., algorithms that receive as input

f ∈ F[x] and compute the exact value s = AffPowF(f) and a set of triplets of

coefficients, nodes and exponents {(αi, ai, ei) | 1 ≤ i ≤ s} ⊆ F× F×N such that

f =
∑s

i=1 αi(x− ai)
ei . We assume that f is given in dense representation, i.e., as

a tuple of deg(f) + 1 elements of F.

Model 1.1 extends two already well-studied models. The first one is the Waring

model, where all the exponents are equal to the degree of the polynomial, i.e.,

ei = deg(f) for all i.

Model 1.2. For a polynomial f of degree d, we consider expressions of f of the

form:

f =

s∑

i=1

αi(x− ai)
d

with αi, ai ∈ F. We denote by WaringF(f) the Waring rank of f , which is the

minimum value s such that there exists a representation of the previous form with

s terms.

Waring rank has been studied by algebraists and geometers since the 19th cen-

tury. The algorithmic study of Model 1.2 is usually attributed to Sylvester. We

refer to [14] for the historical background and to section 1.3 of that book for a de-

scription of the algorithm (see also Kleppe [16] and Proposition 46 of Kayal [17]).

Most of the subsequent work was devoted to the multivariate generalization1 of

1In the literature, Waring rank is usually defined for homogeneous polynomials. After homoge-

nization, the univariate model 1.2 becomes bivariate and the “multivariate generalization” therefore

deals with homogeneous polynomials in 3 variables or more.
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Model 1.2, with much of the 20th century work focused on the determination of

the Waring rank of generic polynomials [1, 6, 14]. A few recent papers [20, 5] have

begun to investigate the Waring rank of specific polynomials such as monomials,

sums of coprime monomials, the permanent and the determinant.

The second model that we generalize is the Sparsest Shift model, where all the

shifts ai are required to be equal.

Model 1.3. For a polynomial f , we consider expressions of f of the form:

f =

s∑

i=1

αi(x− a)ei

with αi, a ∈ F, ei ∈ N. We denote by SparsestF(f) the minimum value s such that

there exists a representation of the previous form with s terms.

This model and its variations have been studied in the computer science liter-

ature at least since Borodin and Tiwari [4]. Some of these papers deal with mul-

tivariate generalizations [12, 9], with “supersparse” polynomials2 [11] or establish

condition for the uniqueness of the sparsest shift [19]. It is suggested at the end

of [9] to allow “multiple shifts” instead of a single shift, and this is just what we

do in this paper. More precisely, as is apparent from Model 1.1, we do not place

any constraint on the number of distinct shifts: it can be as high as the number s of

affine powers. It would also make sense to place an upper bound k on the number

of distinct shifts. This would provide a smooth interpolation between the sparsest

shift model (where k = 1) and Model 1.1, where k = s.

1.1 Our results

We provide both structural and algorithmic results. Our structural results are pre-

sented in Section 3. We compare the expressive power of our 3 models: sums of

affine powers, sparsest shift and the Waring decomposition. Namely, we show that

some polynomials have a much smaller expression as a sum of affine powers than

in the sparsest shift or Waring models. Moreover, we show that the Waring and

sparsest shift models are “orthogonal” in the sense that (except in one trivial case)

no polynomial can have a small representation in both models at the same time. We

also show that some real polynomials have a short expression as a sum of affine

powers over the field of complex numbers, but not over the field of real numbers.

Finally, we study the uniqueness of the optimal representation as a sum of affine

2In that model, the size of the monomial xd is defined to be log d instead of d as in the usual

dense encoding.
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powers. It turns out that our reconstruction algorithms only work in a regime where

the uniqueness of optimal representations is guaranteed.

As already explained, we present algorithms that find the optimal representa-

tion of an input polynomial f . We achieve this goal in several cases, but we do not

solve the problem in its full generality. One typical result is as follows (see Theo-

rem 4.4 in Section 4 for a more detailed statement which includes a description of

the algorithm).

Theorem 1.4. Let f ∈ F[x] be a polynomial that can be written as

f =

s∑

i=1

αi(x− ai)
ei ,

where the constants ai ∈ F are all distinct, αi ∈ F \ {0}, and ei ∈ N. Assume

moreover that ni ≤ (2i/3)1/3 − 1 for all i ≥ 2, where ni denotes the number of

indices j such that ej ≤ i.
Then, AffPowF(f) = s. Moreover, there is a polynomial time algorithm that

receives f =
∑d

i=0 fix
i ∈ F[x] as input and computes the s-tuples of coefficients

C(f) = (α1, . . . , αs), of nodes N(f) = (a1, . . . , as) and exponents E(f) =
(e1, . . . , es).

From the point of view of the optimality of representations, it is quite natural to

assume an upper bound on the numbers ni. Indeed, if there is an index j such that

nj > j+1 then the powers (x−ai)ei are linearly dependent, and there would be a

smaller expression of f as a linear combination of these polynomials.3 We would

therefore have AffPowF(f) < s instead of AffPowF(f) = s. It would nonetheless

be interesting to relax the assumption ni ≤ (2i/3)1/3 − 1 in this theorem. An-

other restriction is the assumption that the shifts ai are all distinct. We relax that

assumption in Section 5 but we still need to assume that all the exponents ei cor-

responding to a given shift ai = a belong to a “small” interval (see Theorem 5.3

for a precise statement). Alternatively, we can assume instead that there is a large

gap between the exponents in two consecutive occurences of the same shift as in

Theorem 5.8.

In Section 6 we extend the sum of affine powers model to several variables. We

consider expressions of the form

f(x1, . . . , xn) =

s∑

i=1

αiℓi(x1, . . . , xn)
ei , (1)

3It is hardly more difficult to show that one must have nj ≤ ⌈ j+1
2

⌉ for any optimal expression,

see [8, Proposition 18].
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where ei ∈ N, αi ∈ F and ℓi is a (non constant) linear form for all i. This is

clearly a generalization of the univariate model 1.1 and of multivariate Waring

decomposition. Work on multivariate sparsest shift has developed in a different

direction: one idea [9] has been to transform the input polynomial into a sparse

polynomial by applying a (possibly) different shift to each variable. The model

from [12] is more general than [9], and we do not generalize any of these two

models. Our algorithmic strategy for reconstructing expressions of the form (1) is

to transform the multivariate problem into univariate problems by projection, and

to “lift” the solution of n different projections to the solution of the multivariate

problem. This can be viewed as an analogue of “case 1” of Kayal’s algorithm for

Waring decomposition [17, Theorem 5].

1.2 Main tools

Most of our results4 hinge on the study of certain differential equations satisfied by

the input polynomial f . We consider differential equations of the form

k∑

i=0

Pi(x)f
(i) = 0 (2)

where the Pi’s are polynomials. If the degree of Pi is bounded by i+ l for every i,
we say that (2) is a Shifted Differential Equation (SDE) of order k and shift l.

The basic idea behind our algorithms is to look for a “small” SDE satisfied by

f , and hope that the powers (x−ai)ei in an optimal decomposition of f satisfy the

same SDE. This isn’t just wishful thinking because, as shown in Proposition 2.6, a

polynomial with an expression of size s in Model 1.1 satisfies a SDE of order s and

shift
(
s
2

)
. Moreover, the powers (x − ai)

ei satisfy the same SDE. This differential

equation comes from the Wronskian

Wr(f, (x− a1)
e1 , . . . , (x− as)

es). (3)

Section 2 recalls some (mostly standard) background on differential equations and

the Wronskian determinant.

Unfortunately, this basic idea by itself does not yield efficient algorithms. The

main difficulty is that f could satisfy several SDE of order s and shift
(
s
2

)
. By Re-

mark 2.7 we can efficiently find such a SDE, but what if we don’t find the “right”

SDE, i.e., the SDE coming from the Wronskian (3)? In this case, there is no guar-

antee that the powers (x− ai)
ei will satisfy the SDE discovered by our algorithm.

4The structural results about real polynomials from Section 3.1 rely instead on Birkhoff interpo-

lation [8].
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One way around this difficulty is to assume that the exponents ei are all sufficiently

large compared to s. In this case we can show that f satisfies a unique SDE of or-

der s and shift
(s
2

)
. This fact is established in Corollary 4.2, and yields the efficient

algorithm of Theorem 4.3. The algorithm of Theorem 1.4 is more involved: con-

trary to Theorem 4.3, we cannot determine all the terms (x−ai)ei in a single pass.

Solving the SDE only allows the determination of some (high degree) terms. We

must then subtract these terms from f , and iterate.

1.3 Models of computation

Our algorithms take as inputs polynomials with coefficients in an arbitrary field K

of characteristic 0. At this level of generality, we need to be able to perform arith-

metic operations (additions, multiplications) and equality tests between elements

of K. When we write that an algorithm runs in polynomial time, we mean that the

number of such steps is polynomial in the input size. This is a fairly standard setup

for algebraic algorithms (it is also interesting to analyze the bit complexity of our

algorithms for some specific fields such as the field of rational numbers; more on

this at the end of this subsection and in Section 1.4). An input polynomial of de-

gree d is represented simply by the list of coefficients of its d+ 1 monomials, and

its size thus equals d+1. In addtion to arithmetic operations and equality tests, we

need to to be able to compute roots of polynomials with coefficients in K. This is in

general unavoidable: for an an optimal decomposition of f ∈ K[X] in Model 1.1,

the coefficients αi, ai may lie in an extension field F of K (see Section 3 and more

precisely Example 3.3 in Section 3.1 for the case K = R,F = C). If the optimal

decomposition has size s, we need to compute roots of polynomials of degree at

most s. 5 As a rule, root finding is used only to output the nodes ai of the opti-

mal decomposition,6 but the “internal working” of our algorithms remains purely

rational (i.e., requires only arithmetic operations and comparisons). This is similar

to the symbolic algorithm for univariate sparsest shifts of Giesbrecht, Kaltofen and

Lee ([9], p. 408 of the journal paper), which also needs access to a polynomial root

finder.

The one exception to this rule is the algorithm of Theorem 1.4. As mentioned

at the end of Section 1.2, this is an iterative algorithm. At each step of the itera-

tion we have to compute roots of polynomials (which may lie outside K), and we

keep computing with these roots in the subsequent iterations. For more details see

5Except in the algorithm of Theorem 5.3, where we need to compute roots of polynomials at most

s+
(

s

2

)

+ sδ. Here δ is a parameter of the algorithm, see Theorem 5.3 for details.
6Once the ai’s have been determined, we also need to do some linear algebra computations with

these nodes to determine the coefficients αi.
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Theorem 4.4 and the discussion after that theorem. We make a first step toward re-

moving root finding from the internal working of this algorithm in Proposition 4.5.

We also take some steps toward the analysis of our algorithms in the bit model

of computation. We focus on the algorithm of Theorem 1.4 since it is the most

difficult to analyze due to its iterative nature. We show in Proposition 4.6 that for

polynomials with integer coefficients, this algorithm can be implemented in the bit

model to run in time polynomial in the bit size of the output. We do not have a

polynomial running time bound as a function of the input size (more on this in

Section 1.4).

1.4 Future work

One could try to extend the results of this paper in several directions. For instance,

one could try to handle “supersparse” polynomials like in the Sparsest Shift algo-

rithm of [11]. The multivariate case would also deserve further study. As explained

above we proceed by reduction to the univariate case, but one could try to design

more “genuinely multivariate” algorithms. For Waring decomposition, such an

algorithm is proposed in “case 2” of [17, Theorem 5]. Its analysis relies on a ran-

domness assumption for the input f (our multivariate algorithm is randomized, but

in this paper we never assume that the input polynomial is randomized).

One should also keep in mind, however, that the basic univariate problem stud-

ied in the present paper is far from completely solved: our algorithms all rely

on some assumptions for the exponents ei in a decomposition of f , and some

algorithms also rely on a distinctness assumption for the shifts ai. It would be

very interesting to weaken these assumptions, or even to remove them entirely.

With a view toward this question, one could first try to improve the lower bounds

from [18]. Indeed, the same tools (Wronskians, shifted differential equations) turn

out to be useful for the two problems (lower bounds and reconstruction algorithms)

but the lower bound problem appears to be easier. For real polynomials we have

already obtained optimal Ω(d) lower bounds in [8] using Birkhoff interpolation,

but it remains to give an algorithmic application of this lower bound method.

Another issue that we have only begun to address is the analysis of the bit

complexity of our algorithms. It would be straightforward to give a polynomial bit

size bound for, e.g., the algorithm of Theorem 4.3 but this issue seems to be more

subtle for Theorem 1.4 due to the iterative nature of our algorithm. It is in fact

not clear that there exists a solution of size polynomially bounded in the input size

(i.e., in the bit size of f given as a sum of monomials). More precisely, we ask the

following question.

Question 1.5. We define the dense size of a polynomial f =
∑d

i=0 fix
i ∈ Z[X] as
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∑d
i=0[1 + log2(1 + |fi|)]. Assume that f can be written as

f =

s∑

i=1

αi(x− ai)
ei

with ai ∈ Z, αi ∈ Z \ {0}, and that this decomposition satisfies the conditions of

Theorem 1.4: the constants ai are all distinct, and ni ≤ (2i/3)1/3−1 for all i ≥ 2,

where ni denotes the number of indices j such that ej ≤ i.
Is it possible to bound the bit size of the constants αi, ai by a polynomial func-

tion of the dense size of f ?

As explained at the end of Section 1.3, under the same conditions we have a

decomposition algorithm that runs in time polynomial in the bit size of the output.

It follows that the above question has a positive answer if and only if there is a

decomposition algorithm that runs in time polynomial in the bit size of the input

(i.e., in time polynomial in the dense size of f ).

One could also ask similar questions in the case where the conditions of Theo-

rem 1.4 do not hold. For instance, assuming that f has an optimal decomposition

with integer coefficients, is there such a decomposition where the coefficients αi, ai
are of size polynomial in the size of f ?

2 Preliminaries

In this section we present some tools that are useful for their algorithmic applica-

tions in Sections 4 and 5. Section 3 can be read independently, except for the proof

of Proposition 3.11 which uses the Wronskian.

2.1 The Wronskian

In mathematics the Wronskian is a tool mainly used in the study of differential

equations, where it can be used to show that a set of solutions is linearly indepen-

dent.

Definition 2.1 (Wronskian). For n univariate functions f1, . . . , fn, which are n−1
times differentiable, the Wronskian Wr(f1, . . . , fn) is defined as

Wr(f1, . . . , fn)(x) =

∣∣∣∣∣∣∣∣∣

f1(x) f2(x) . . . fn(x)
f ′1(x) f ′2(x) . . . f ′n(x)

...
...

. . .
...

f
(n−1)
1 f

(n−1)
2 . . . f

(n−1)
n

∣∣∣∣∣∣∣∣∣
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It is a classical result, going back at least to [3], that the Wronskian captures

the linear dependence of polynomials in F[x].

Proposition 2.2. For f1, . . . , fn ∈ F[X], the polynomials are linearly dependent

if and only if the Wronskian Wr(f1, . . . , fn) vanishes everywhere.

For every f ∈ F[x] and every a ∈ F we denote by Ma (f) the multiplicity of

a as a root of f , i.e., Ma (f) is the maximum t ∈ N such that (x − a)t divides f .

The following result from [24] gives a Wronskian-based bound on the multiplicity

of a root in a sum of polynomials.

Lemma 2.3. Let f1, . . . , fn be some linearly independent polynomials and a ∈ F,

and let f(x) =
∑n

j=1 fj(x). Then:

Ma (f) ≤ n− 1 +Ma (Wr(f1, . . . , fn)) ,

where Ma (f) is finite since Wr(f1, . . . , fn) 6≡ 0.

In [22] one can find several properties concerning the Wronskian (and which

have been known since the 19th century). In this work we will use the follow-

ing properties, which can be easily derived from those of [22]. For the sake of

completeness we include a short proof.

Proposition 2.4. Let f1, . . . , fn ∈ F[x] be linearly independent polynomials and

let a ∈ F. If fj = Q
dj
j gj with Qj ∈ F[x] and dj ≥ n for all j, then Q :=

∏n
j=1Q

dj−n+1
j divides Wr(f1, . . . , fn). Moreover, if Q(a) 6= 0, then

Ma (Wr(f1, . . . , fn)) ≤
n∑

j=1

[
deg(gj) + (n− 1)deg(Qj)

]
−

(
n

2

)
.

Hence, if we set f :=
∑n

j=1 fj , then

Ma (f) ≤ n− 1 +

n∑

j=1

[
deg(gj) + (n− 1)deg(Qj)

]
−

(
n

2

)
.

Proof. Consider the n×nWronskian matrixW whose (i+1, j)-th entry is f
(i)
j (x)

with 0 ≤ i ≤ n − 1, 1 ≤ j ≤ n. Since Q
dj
j divides fj , then f

(i)
j = Q

dj−i
j gi,j =

Q
dj−n+1
j Qn−1−i

j gi,j , for some gi,j ∈ F[x] of degree deg(gj) + ideg(Qj) − i.

Since Q
dj−n+1
j divides every element in the j-th column of W , we can factor it out

from the Wronskian. This proves that Q divides Wr(f1, . . . , fn). Once we have
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factored out Q
dj−n+1
j for all j, we observe that Wr(f1, . . . , fn) = Q(x)h(x),

where h(x) is the determinant of a matrix whose (i + 1, j)-th entry has degree

deg(gj) + (n − 1)deg(Qj) − i for all 0 ≤ i ≤ n − 1 and 1 ≤ j ≤ n. Hence,

deg(h) ≤ ∑n
j=1 [deg(gj) + (n− 1)deg(Qj)] −

(n
2

)
. Finally, we observe that if

Q(a) 6= 0:

Ma (Wr(f1, . . . , fn)) = Ma (Q) +Ma (h) = Ma (h) ≤ deg(h).

For f =
∑n

j=1 fj , the upper bound for Ma (f) follows directly from Lemma 2.3.

2

We observe that the result holds when some of the Qi(x) = 1.

2.2 Shifted Differential Equations

Definition 2.5. A Shifted Differential Equation (SDE) is a differential equation of

the form
k∑

i=0

Pi(x)f
(i)(x) = 0

where f is the unknown function and the Pi are polynomials in F[x]with deg(Pi) ≤
i+ l.
The quantity k is called the order of the equation, and the quantity l is called the

shift. We will usually denote such a differential equation by SDE(k, l).

One of the key ingredients for our results is that if AffPow(f) is small, then f
satisfies a “small” SDE. More precisely:

Proposition 2.6. Let δ ≥ 0 and let f ∈ F[x] be written as

f =
s∑

i=1

Qi(x)(x− ai)
ei ,

where Qi(x) is a polynomial of degree ≤ δ. Then, f satisfies a SDE(s,
(s
2

)
+ sδ)

which is also satisfied by Qi(x)(x − ai)
ei for all i ∈ {1, . . . , s}. In particular, if

AffPowF(f) = s, then f satisfies a SDE(s,
(s
2

)
).

Proof. We consider the SDE in the unknown g given by the following Wronskian:

Wr(g,Q1(x)(x− a1)
e1 , . . . , Qs(x)(x− as)

es)(x) = 0 (4)

To make the SDE explicit, we expand the determinant along the first column to

obtain:

W :=

s∑

i=0

(−1)iPi(x)g
(i)(x) = 0

10



where Pi is (i, 1)-th minor.

This SDE is of order s, and using the properties of the determinant, it is satisfied

by the Qi(x)(x − ai)
ei’s and by f . However, the shift of this equation might be

too large if the exponents ei are large. In this case, this equation can be reduced as

follows.

For each i ∈ {1, . . . , s}, j ∈ {0, . . . , s} we define a polynomial Sj,i of degree

≤ δ + s − j in the following way. If ei ≤ s, let Sj,i be the j-th derivative of

Qi(x)(x − ai)
ei . If ei > s, then the j-th derivative of Qi(x)(x − ai)

ei is a mul-

tiple of (x − ai)
ei−s and we let Sj,i(x) be the polynomial such that (Qi(x)(x −

ai)
ei)(j) = (x− ai)

ei−sSj,i(x). The following equality holds for W :

W =




∏

ei≥s

(x− ai)
ei−s




∣∣∣∣∣∣∣∣∣

g(x) S0,1 · · · S0,s
g′(x) S1,1 · · · S1,s

...
... · · · ...

g(s)(x) Ss,1 · · · Ss,s

∣∣∣∣∣∣∣∣∣

In particular, the determinant in the above expression yields another SDE with

exactly the same vector space of solutions and a smaller shift. More precisely, we

obtain an equation of the form

s∑

i=0

(−1)iRi(x)g
(i)(x) = 0

where deg(Ri) ≤ i +
(s
2

)
+ sδ and the shift of this SDE is at most

(s
2

)
+ sδ as

desired.

Finally, if AffPowF(f) = s, then f =
∑s

i=1 αi(x − ai)
ei with αi, ai ∈ F and

ei ∈ N. It suffices to consider the αi’s as polynomials of degree 0 to finish the

proof. 2

Remark 2.7. A polynomial f satisfies a SDE(k, l) if and only if the polynomials

(xjf (i)(x))0≤i≤k,0≤j≤i+l are linearly dependent over F. The existence of such a

SDE can therefore be decided efficiently by linear algebra, and when a SDE(k, l)
exists it can be found explicitly by solving the corresponding linear system (see,

e.g., [23, Corollary 3.3a] for an analysis of linear system solving in the bit model

of computation). We use this fact repeatedly in the algorithms of Sections 4 and 5.

In this paper we will use some results concerning the set of solutions of a SDE.

They are particular cases of properties that apply to linear homogeneous differential

equations.
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Lemma 2.8. The set of polynomial solutions of a SDE of order k is a vector space

of dimension at most k.

Given two SDE of order k:

k∑

i=0

pi(x)g
(i)(x) = 0 and

k∑

i=0

qi(x)g
(i)(x) = 0,

we say that they are equivalent if pkqi = qkpi for all i ∈ {0, . . . , k − 1}. The

following result can be found in [22, Property 61]. We include a short proof.

Lemma 2.9. For any set of F-linearly independent polynomials f1, . . . , fk ∈ F[x],
there exists a unique SDE (up to equivalence) of order k satisfied simultaneously

by all the fi’s.

Proof. Suppose there exist two different SDE satisfied by f1, . . . , fk, namely:

k∑

i=0

pi(x)g
(i)(x) = 0 and

k∑

i=0

qi(x)g
(i)(x) = 0.

Then, we set ri := pkqi − qkpi for all i ∈ {0, . . . , k}. By definition we have

that rk = 0 and we aim at proving that ri = 0 for all i. Assume that there exists

j ∈ {0, . . . , k − 1} such that rj 6= 0. Then, the following SDE

k−1∑

i=0

ri(x) g
(i)(x) = 0

has order ≤ k − 1 and is satisfied by f1, . . . , fk, a contradiction to Lemma 2.8. 2

3 Structural results

In this section we compare the expressive power of our 3 models: sums of affine

powers, sparsest shift and the Waring decomposition. We will see in Section 3.2

that some polynomials have a much smaller expression as a sum of affine powers

than in the sparsest shift or Waring models. Moreover, we show that the Waring

and sparsest shift models are “orthogonal” in the sense that (except in one trivial

case) no polynomial can have a small representation in both models at the same

time.

We begin this investigation of structural properties with the field of real num-

bers, where an especially strong version of orthogonality holds true. We also show
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that some real polynomials have a short expression as a sum of affine powers over

the field of complex numbers, but not over the field of real numbers. This obser-

vation has algorithmic implications: given a polynomial f ∈ F[X], we may have

to work in a field extension of F to find the optimal representation for f . These

“real” results can be derived fairly quickly from results in our previous paper [8].

We then move to arbitrary fields of characteristic zero in Section 3.2. Finally, we

study the uniqueness of optimal representations in Section 3.3. It turns out that

the algorithms of Sections 4 and 5 only work in a regime where the uniqueness of

optimal representations is guaranteed.

3.1 The real case

In [8] the authors considered polynomials with real coefficients and proved the

following result.

Theorem 3.1. [8, Theorem 13] Consider a polynomial identity of the form:

k∑

i=1

αi(x− ai)
d =

l∑

i=1

βi(x− bi)
ei

where the ai ∈ R are distinct constants, the constants αi ∈ R are not all zero, the

βi ∈ R and bi ∈ R are arbitrary constants, and ei < d for every i. Then, we must

have k + l ≥ ⌈(d+ 3)/2⌉.

Theorem 3.1 will be our main tool in Section 3.1. As a consequence of this

result, we first give a sufficient condition for a polynomial to have a unique optimal

expression in the model AffPowR.

Corollary 3.2. Let f ∈ R[x] be a polynomial of the form:

f =
s∑

i=1

αi(x− ai)
ei (5)

with αi 6= 0. For every e ∈ N we denote by ne the number of exponents smaller

than e, i.e., ne = #{i : ei ≤ e}.

If 2ne ≤ ⌈(e + 3)/2⌉ for all e ∈ N, then AffPowR(f) = s. Moreover, if 2ne <
⌈(e + 3)/2⌉ for all e then (5) is the unique optimal expression for f .

Proof. Suppose that f can be written in another way

f =

p∑

j=1

βj(x− bj)
fj (6)
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with p ≤ s. Set d = max ((ei)1≤i≤s ∪ (fj)1≤j≤p) and denote by s′ (respectively,

p′) the index such that d = e1 = · · · = es′ > es′+1 ≥ · · · ≥ es (respectively,

d = f1 = · · · = fp′ > fp′+1 ≥ · · · ≥ fp). Note that one of the two indices s′, p′

will be equal to 0 if the exponent d appears only in one of the two expressions (5)

and (6).

Combining equations (5) and (6), we obtain the following equality:

s′∑

i=1

αi(x− ai)
d −

p′∑

j=1

βj(x− bj)
d = −

s∑

i=s′+1

αi(x− ai)
ei +

p∑

j=p′+1

βj(x− bj)
fj

We can rewrite this as

k∑

i=1

α′
i(x− a′i)

d =

l∑

i=1

β′i(x− b′i)
e′i

with α′
i 6= 0, k ≤ s′ + p′ and l ≤ (s − s′) + (p− p′).

To prove the first assertion, let us assume that 2ne ≤ ⌈(e+3)/2⌉ for all e. Assume

also for contradiction that p < s and k > 0. By Theorem 3.1, we must have

k + l ≥ ⌈(d + 3)/2⌉. The upper bounds on k and l imply 2s > s + p ≥ k + l ≥
⌈(d+3)/2⌉. However we have from our assumption that 2s = 2nd ≤ 2⌈(d+3)/2⌉,

which contradicts the previous inequality. This shows that p < s ⇒ k = 0, i.e.,

if p < s then the highest degree terms are the same. Continuing by induction, we

find that all the terms in the two expressions are equal. In particular we would have

p = s, a contradiction. This shows that p ≥ s, i.e., that AffPowR(f) = s.
To prove the second assertion, let us now assume further that 2ne < ⌈(e +

3)/2⌉ for all e. Assume also that p = s. By Theorem 3.1, either k = 0 or

k + l ≥ ⌈(d + 3)/2⌉. In the second case, the upper bounds on k and l imply that

2s = s+p ≥ k+l ≥ ⌈(d+3)/2⌉. This is in contradiction with the assumption that

2nd < ⌈(d + 3)/2⌉. We conclude that that k must be equal to 0, i.e., the highest

degree terms are the same. Continuing by induction, we obtain that all the terms

of the two decompositions are equal, thus showing that (5) is the unique optimal

expression for f in this model. 2

Let K be a field extension of F. Theorem 1 in [19] shows that whenever the

value SparsestK(f) is "small", then it is equal to SparsestF(f); more precisely, if

SparsestK(f) ≤ (d + 1)/2 then SparsestK(f) = SparsestF(f). This is no longer

the case for the Affine Power model as the following example shows.

Example 3.3. For every d ∈ N, we consider the polynomial

fd :=
∑

j≡3 (mod 4)
0≤j≤d

4

(
d

j

)
xd−j ∈ R[x]. (7)
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We can express fd as fd = (x+1)d−(x−1)d+i(x+i)d−i(x−i)d, which proves

that AffPowC(fd) ≤ 4. Moreover, in expression (7) we have ne ≤ ⌈(e + 1)/4⌉ for

all e ∈ N. Since 2⌈(e + 1)/4⌉ ≤ ⌈(e + 3)/2⌉, it follows from Corollary 3.2 that

this expression for fd is optimal over the reals, i.e., AffPowR(fd) = ⌊(d + 1)/4⌋.

As a consequence of Theorem 3.1 we can easily derive the following result.

Corollary 3.4. Let f ∈ R[x] be a polynomial of degree d. Either f = α(x − a)d

for some α, a ∈ R (and WaringR(f) = SparsestR(f) = 1), or the following holds:

WaringR(f) + SparsestR(f) ≥
d+ 3

2

Proof. We set k = WaringR(f) and l = SparsestR(f) and assume that l ≥ 2. We

write f in two different ways:

f =

k∑

i=1

αi(x− ai)
d =

l∑

j=1

βi(x− a)ei ,

where the aj ∈ R are all distinct, and e1 < · · · < el = d. Let us move the term

βl(x−a)d to the left hand side of the equation. We then have two cases to consider:

• if a 6= ai for all i, we have k + 1 terms on the left hand side of the equation

and l − 1 terms on the right hand side. Theorem 3.1 shows that (k + 1) +
(l − 1) ≥ (d+ 3)/2.

• If a = ai for some i, we have k or k − 1 terms on the left hand side of the

equation and l−1 terms on the right hand side. By Theorem 3.1, k+(l−1) ≥
(d+ 3)/2.

2

Remark 3.5. Consider the degree d ≥ 2 polynomial

f := (x+ 1)d + (x− 1)d =
∑

i even

0≤i≤d

2

(
d

i

)
xd−i.

We observe that WaringR(f) = 2 and SparsestR(f) ≤ ⌈(d + 1)/2⌉. Hence, the

inequality in Corollary 3.4 is optimal up to one unit.

A similar proofs to that of Corollary 3.4 yield the following result:

Corollary 3.6. Let f ∈ R[x] be a polynomial of degree d. Either AffPowR(f) =
WaringR(f) or the following inequality holds:

WaringR(f) + AffPowR(f) ≥
d+ 3

2
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3.2 Fields of characteristic zero

We now switch from the real field to an arbitrary field F of characteristic zero. By

definition we have AffPowF(f) ≤ WaringF(f) and AffPowF(f) ≤ SparsestF(f)
for any polynomial f ∈ F[X]. We show in Example 3.7 that there are polynomials

f such that AffPowF(f) is much smaller than both WaringF(f) and SparsestF(f).
We first make some basic observations about Sparsest Shift. For any a ∈ F, the

polynomials {(x − a)i | i ∈ N} are linearly independent, hence f can be uniquely

expressed as f =
∑d

i=0 αi(x − a)i where αi = f (i)(a)/i!. Consider such a

decomposition for f , and let s be the number of nonzero terms. It follows that

the d+ 1− s derivatives f (i) with αi = 0 admit a as a common root.

Example 3.7. For every d ∈ N, we consider the polynomial fd := (x + 1)d −
dxd−1 ∈ C[x]. It is easy to check that AffPow(fd) = 2 for all d ≥ 2. By [5,

Proposition 3.1] we have that if xd−1 =
∑s

i=1 αi(x − ai)
d with αi, ai ∈ C, then

s ≥ d; and thus we get that WaringC(fd) ≥ d− 1.

One can easily check that for every i ∈ {0, . . . , d− 1}, the polynomials f
(i)
d =

d!
(d−i)!fd−i and f

(i+1)
d = d!

(d−i−1)!fd−i−1 do not share a common root. Consider

a decomposition of f in the sparsest shift model. By the above observations, for

any pair of consecutive coefficients in this decomposition at least one of the 2

coefficients is nonzero. This implies that SparsestC(f) ≥ ⌈(d+ 1)/2⌉.

In the remainder of Section 3.2 we give (in Proposition 3.9) a weaker version of

Corollary 3.4 that works for any field of characteristic zero. Moreover, for F = C

we provide a family of polynomials showing that the bound from Proposition 3.9

is sharp.

We will use Jordan’s lemma [13] (see [14, Lemma 1.35] for a recent reference),

which can be restated as follows.

Lemma 3.8. Let d ∈ Z
+, e1, . . . , et ∈ {1, . . . , d}, and let a1, . . . , at ∈ F be

distinct constants. If
∑t

i=1(d+ 1− ei) ≤ d+ 1, then the set of polynomials

{(x− ai)
e | 1 ≤ i ≤ t, ei ≤ e ≤ d}

is linearly independent.

Proposition 3.9. Let f ∈ F[x] be a polynomial of degree d. Either f = α(x− a)d

for some α, a ∈ F (and WaringF(f) = SparsestF(f) = 1), or the following holds:

WaringF(f) · SparsestF(f) ≥ d+ 1
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Proof. We set k = WaringF(f) and l = SparsestF(f) and assume that k, l ≥ 2.

We express f in two different ways:

f =

k∑

i=1

αi(x− ai)
d =

l∑

j=1

βj(x− a)ej ,

with aj ∈ F all distinct and e0 := −1 < e1 < · · · < el = d. First, we are going

to prove that ei+1 − ei ≤ k for all i ∈ {0, . . . , l − 1}. Indeed, if there exists

t ∈ {0, . . . , l − 1} such that et+1 − et ≥ k + 1, then we set r := et + 1 and

differentiate the previous equality r times to obtain

f (r) =

k∑

i=1

αi
d!

(d− r)!
(x− ai)

d−r =

l∑

j=t+1

βj
ej !

(ej − r)!
(x− a)ej−r,

where ej − r = ej − et − 1 ≥ et+1 − et − 1 ≥ k for all j ∈ {t+ 1, . . . , l}. From

this equality, we deduce that the set

B := {(x− ai)
d−r | 1 ≤ i ≤ k} ∪ {(x− a)ei−r | t+ 1 ≤ i ≤ l}

is linearly dependent. However,

B ⊆ {(x− ai)
d−r | 1 ≤ i ≤ k} ∪ {(x− a)i | k ≤ i ≤ d− r}.

The d− r+ 1 polynomials on the right-hand side are of degree at most d− r, and

they are linearly independent by Jordan’s lemma. This is a contradiction since B is

linearly dependent. We have proved that ei+1 − ei ≤ k for all i ∈ {0, . . . , l − 1},

and we conclude that

d+ 1 = el − e0 =

l∑

i=1

(ei − ei−1) ≤ kl.

2

Remark 3.10. One can slightly modify [8, Proposition 19] to obtain the following

equality of complex polynomials of degree d:

k∑

j=1

(x+ ξj)d =
∑

0≤i≤d

i≡0 (mod k)

k

(
d

i

)
xd−i

where k ∈ N and ξ ∈ C is a k-th primitive root of unity. This equality shows that

there are polynomials of degree d such that WaringC(g) ≤ k and SparsestC(g) ≤
⌈(d + 1)/k⌉ and, thus the bound from Proposition 3.9 is tight.
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3.3 Uniqueness results for sums of affine powers

The following result is an analogue of Theorem 3.1 for polynomials with coeffi-

cients over F, where F is any field of characteristic zero.

Proposition 3.11. Consider a polynomial identity of the form:

k∑

i=1

αi(x− ai)
d =

l∑

i=1

βi(x− bi)
ei

where the ai ∈ F are distinct, the αi ∈ F are not all zero, βi, bi ∈ F are arbitrary,

and ei < d for every i. Then we must have k + l >
√

2(d+ 1).

Proof. We assume α1 6= 0 and we have the following equality:

α1(x− a1)
d = −

k∑

i=2

αi(x− ai)
d +

l∑

i=1

βi(x− bi)
ei

Consider an independent subfamily on the right hand side of this equality. We

obtain a new identity of the form:

g =

p∑

i=1

λil
fi
i

with g(x) = α1(x− a1)
d, and p ≤ k+ l− 1. Since deg(g) = d and ei < d for all

i; then there exists i such that fi = d. We assume without loss of generality that

l1 = x− a2 and f1 = d.

We take the derivatives of this equality to obtain the following system:

g =

p∑

i=1

λil
fi
i

g
′

=

p∑

i=1

λi

[
lfii

]′

...

g(p−1) =

p∑

i=1

λi

[
lfii

](p−1)
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Using Cramer’s rule, we obtain:

λ1 =
Wr(g, lf22 , . . . , l

fp
p )

Wr(lf11 , l
f2
2 , . . . , l

fp
p )

We define ∆ = {i : 2 ≤ i ≤ p, fi ≥ p} and, following Proposition 2.4, we

factorise the Wronskians:

λ1 =
(x− a1)

d−(p−1)
∏

i∈∆ l
fi−(p−1)
i ·W1

(x− a2)d−(p−1)
∏

i∈∆ l
fi−(p−1)
i ·W2

where W1,W2 are the remaining determinants.

After some simplifications, we obtain the following identity:

λ1(x− a2)
d−(p−1)W2 = (x− a1)

d−(p−1)W1

Notice now that since we have factorised the large fi’s, the ith row of W1 and

W2 contains polynomials with degree bounded by p − i, thus degW1,degW2 ≤
p(p− 1)/2.

Moreover, since a1 6= a2, we compute the multiplicity of a1 on both sides of

the identity and obtain that

Ma1

(
(x− a1)

d−(p−1)W1

)
= Ma1

(
λ1(x− a2)

d−(p−1)W2

)
= Ma1 (W2) .

The previous remark on the degree of W2 therefore implies that

d− (p − 1) ≤ p(p− 1)

2

Finally, we set s = l + k and we use the fact that p ≤ s − 1 to obtain the desired

lower bound:

d ≤ (p+ 2)(p − 1)

2

d ≤ (s+ 1)(s − 2)

2

2d ≤ s2 − s− 2

and finally, 2(d + 1) < s2. 2
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Remark 3.12. The same equality as in Remark 3.10 shows that the order of this

bound is tight when F = C, the field of complex numbers. Indeed, choosing k =√
d+ 1 leads to the equality

k∑

i=1

(x+ ξi)d =

k−1∑

j=0

k

(
d

jk

)
xd−jk

which has 2k = 2
√
d+ 1 terms.

As a consequence of Proposition 3.11 we obtain that whenever AffPowF(f)
is sufficiently small, the terms of highest degree in an optimal expression of f as

f =
∑s

i=1 αi(x− ai)
ei are uniquely determined.

Corollary 3.13. Let f ∈ F[x] be a polynomial of the form :

f =

k∑

i=1

αi(x− ai)
d +

l∑

j=1

βj(x− bj)
ej

with ej < d. If k + l ≤
√

d+1
2 , then the highest degree terms are unique. In other

words, for every expression of f as

f =
k′∑

i=1

α′
i(x− a′i)

d +
l′∑

j=1

β′j(x− b′j)
e′j

with e′j < d and k′ + l′ ≤
√

d+1
2 , then k = k′ and there exists a permutation

π : {1, . . . , k} → {1, . . . , k} such that αi = α′
π(i) and ai = a′π(i) for all i ∈

{1, . . . , k}.

Proof. Let us assume that we have another different decomposition for f :

f =
k′∑

i=1

α′
i(x− a′i)

d +
l′∑

j=1

β′j(x− b′j)
e′j

with k′ + l′ ≤
√

(d+ 1)/2. Hence, we have the following equality:

k∑

i=1

αi(x− ai)
d −

k′∑

i=1

α′
i(x− a′i)

d =

l∑

j=1

βj(x− bj)
ej −

l′∑

j=1

β′j(x− b′j)
e′j

Since k1 + k2 + l1 + l2 ≤
√

2(d+ 1), the result follows from Proposition 3.11. 2

Finally, as a direct consequence of Corollary 3.13, we obtain a a sufficient

condition for a polynomial to have a unique optimal expression in the AffPow

model:
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Corollary 3.14. Let f ∈ F[x] be a polynomial of the form:

f =
s∑

i=1

αi(x− ai)
ei

For every e ∈ N we denote by ne the number of exponents smaller than e, i.e.,

ne = #{i : ei ≤ e}. If ne ≤
√

e+1
2 for all e ∈ N, then AffPowF(f) = s and the

optimal representation of f is unique.

Remark 3.15. Whenever f ∈ R[x] satisfies the hypotheses of Corollary 3.14 and

one term in the expression of f is of the form αi(x − ai)
ei with ai ∈ C − R,

then there exists j 6= i such that αj = αi, aj = ai and ej = ei. Indeed, if

we have a decomposition for f , taking the conjugate of αi and ai for all i gives

another decomposition of f , but by Corollary 3.14 these two decompositions must

be identical.

Another consequence of Proposition 3.11 is the following upper bound on the

degree of the terms involved in an optimal expression of f in the model AffPowF.

Corollary 3.16. Let f ∈ F[x] be a polynomial of degree d written as

f =

s∑

i=1

αi(x− ai)
ei

with αi, ai ∈ F, ei ∈ N and s = AffPowF(f). We set e := max{ei : 1 ≤ i ≤ s},

then e < d + s2

2 and, if F = R, then e ≤ d + 2s − 2. In particular, we have that

e < d+ (d+2)2

8 and, if F = R, then e ≤ 2d.

Proof. If e = d, then the result is trivial. Assume therefore that e > d. Now, we

differentiate d+ 1 times the expression for f to obtain the identity:

0 = f (d+1) =
∑

ei>d

αi
ei!

(ei − d− 1)!
(x− ai)

ei−d−1.

By Proposition 3.11 we have s >
√
2(e − d) and we conclude that e < d + s2

2 .

When F = R, by Theorem 3.1 we have s ≥ (e − d + 2)/2 and we conclude that

e ≤ d + 2s − 2. To finish the proof it suffices to recall that s = AffPowF(f) ≤
⌈(d + 1)/2⌉ ≤ (d+ 2)/2; see [8, Proposition 18]. 2

As a byproduct of Corollary 3.16, we obtain the exact value of AffPowF(f) for

a generic polynomial f of degree d. It turns out to be equal to the worst case value

of AffPowF(f), obtained in [8, Proposition 18].
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Corollary 3.17. For a generic polynomial f ∈ F[x] of degree d, AffPowF(f) =
⌈d+1

2 ⌉.

Proof. The set of polynomials of degree ≤ d can be seen as a variety W of

dimension d + 1. Given f ∈ F[x] a polynomial of degree d, by [8, Proposition

18] we have AffPowF(f) ≤ ⌈d+1
2 ⌉. For k < ⌈d+1

2 ⌉, let us show that the set of

polynomials g of degree d such that AffPowF(g) ≤ k is contained in a variety

of dimension 2k < d + 1. For every e1, . . . , ek ∈ N the set of polynomials that

can be written as
∑k

i=1 αi(x − ai)
ei with ai, αi ∈ F is contained in a variety

Ve1,...,ek of dimension 2k. If we set M := d + (d+2)2

8 , Corollary 3.16 proves

that in every optimal expression of a polynomial of degree d, the exponents ei are

≤M ; thus the set of polynomials with AffPowF(f) ≤ k and degree d is contained

in
⋃

ei≤M Ve1,...,ek , which is a variety of dimesion ≤ 2k (it is a finite union of

varieties of dimension ≤ 2k). 2

4 Algorithms for distinct nodes

The goal of this and the following section is to provide algorithms that receive as

input a polynomial f and computes s = AffPowF(f) and the triplets (αi, ai, ei)
for i ∈ {1, . . . , s} such that f =

∑s
i=1 αi(x− ai)

ei . We will not able to solve the

problem in all its generality but under certain hypotheses. This section concerns

the case where the ai in the optimal expression of f are all distinct. In this setting,

our main result is Theorem 4.4 where we solve the problem when the number ne of

exponents in the optimal expression that are ≤ e is ’small’. A key point to obtain

the algorithms is given by the following Proposition. Roughly speaking, this result

says that if f satisfies a SDE, then every term in the optimal expression of f with

exponent ei big enough also satisfies the same SDE.

Proposition 4.1. Let f ∈ F[x] be written as

f =
s∑

i=1

αi(x− ai)
ei ,

with αi ∈ F nonzero, the ai ∈ F are all distinct, and ei ∈ N. Whenever f satisfies

a SDE(k, l), then for all ei ≥ k + (k + l)(s − 1) +
(s
2

)
we have that (x − ai)

ei

satisfies the same SDE.

Proof. We assume that e1 ≥ k + (k + l)(s − 1) +
(
s
2

)
and that f satisfies the

following SDE(k, l):
k∑

i=0

Pi(x) g
(i)(x) = 0,
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with deg(Pi) ≤ i+ l. By contradiction, we assume that (x−a1)e1 does not satisfy

this equation. For every j ∈ {1, . . . , s}, we denote by fj and Rj the polynomials

such that

fj =

k∑

i=0

Pi(x) ((x − aj)
ej )(i) = Rj(x) (x − aj)

dj ,

where dj := max{ej−k, 0}. We observe that deg(fj) ≤ ej+l, so deg(Rj) ≤ k+l,
and that −f1 =

∑s
j=2 fj 6= 0. We consider a linearly independent subfamily of

f2, . . . , fs, namely {fj | j ∈ J} with J = {j1, . . . , jp} ⊆ {2, . . . , s}. Then by

Proposition 2.4 we have that

e1 − k = d1 ≤ Ma1 (f1) ≤ p− 1 +
∑

j∈J deg(Rj) + (p− 1)p −
(p
2

)

≤ p− 1 + (k + l)p+
(p
2

)
.

Since p ≤ s − 1, we get that e1 ≤ k + s − 2 + (k + l)(s − 1) +
(s−1

2

)
<

k + (k + l)(s − 1) +
(s
2

)
, a contradiction. 2

Given f ∈ F[x] and a SDE(k, l) satisfied by f :

k∑

i=0

Pi(x) g
(i)(x).

We say that it is the unique SDE(k, l) satisfied by f if for every SDE(k, l)

k∑

i=0

Qi(x) g
(i)(x)

satisfied by f , we have that Pm(x)Qi(x) = Qm(x)Pi(x) for all i ∈ {0, . . . , k}.

As a consequence of Proposition 4.1, we get Corollary 4.2 and Theorem 4.3.

They provide an effective method to obtain the optimal expression of a polynomial

f in the Affine Power model whenever all the terms involved have big exponents

and all the nodes are different.

Corollary 4.2. Let f ∈ F[x] be written as f =
∑s

i=1 αi(x − ai)
ei , with αi ∈

F \ {0}, ai ∈ F all distinct, and ei > s2(s+ 1)/2 for all i. Then,

a) {(x− ai)
ei | 1 ≤ i ≤ s} are linearly independent,

b) If f =
∑t

i=1 βi(x − bi)
di with t ≤ s, then t = s and we have the equal-

ity {(αi, ai, ei) | 1 ≤ i ≤ s} = {(βi, bi, di) | 1 ≤ i ≤ s}; in particular,

AffPowF(f) = s,
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c) f does not satisfy any SDE(s − 1,
(
s−1
2

)
), and

d) f satisfies a unique SDE(s,
(s
2

)
). Moreover, the space of solutions of this

equation is the vector space generated by {(x − ai)
ei | 1 ≤ i ≤ s}. In

particular, (x − a)e is a solution of this SDE if and only if (a, e) = (ai, ei)
for some i ∈ {1, . . . , s}.

Proof. Notice first that (b) implies (a). Assume now that (b) does not hold, then

there is another expression of f as f =
∑t

i=1 βi(x − bi)
di with t ≤ s. Hence, by

Proposition 3.11, we get that

2s ≥ t+ s >
√

2(min({e1, . . . , es}) + 1) ≥
√
s2(s+ 1) + 4,

a contradiction. If f is a solution of a SDE(s− 1,
(
s−1
2

)
), by Proposition 4.1, then

so is (x − ai)
ei for all i. Thus, the vector space of polynomial solutions to the

SDE is of dimension ≥ s, but this is not possible by Lemma 2.8. By Proposition

2.6 we have that f satisfies a SDE(s,
(
s
2

)
) which is also satisfied by (x − ai)

ei

for all i ∈ {1, . . . , s} Assume that there is another SDE(s,
(s
2

)
) satisfied by f ,

then Proposition 4.1 yields that (x − ai)
ei is also a solution of this equation for

all i. A direct application of Lemma 2.9 yields the uniqueness of this SDE . To

finish the proof, we assume that there is another solution (x − a)e to the unique

SDE(s,
(s
2

)
), then there is a basis of the space of solutions of the SDE of the form

{(x− bj)
dj | 1 ≤ j ≤ s} with b1 = a and d1 = e. Hence, one can express f in two

different ways with at most s terms, which contradicts (b). 2

Theorem 4.3 (Big exponents). Let f ∈ F[x] be a polynomial that can be written

as

f =
s∑

i=1

αi(x− ai)
ei ,

where the constants ai ∈ F are all distinct,

αi ∈ F \ {0} and ei > s2(s + 1)/2. Then, AffPowF(f) = s. Moreover,

there is a polynomial time algorithm Build(f) that receives f =
∑d

i=0 fix
i ∈

F[x] as input and computes the s-tuples of coefficients C(f) = (α1, . . . , αs), of

nodes N(f) = (a1, . . . , as) and exponents E(f) = (e1, . . . , es). The algorithm

Build(f) works as follows:

Step 1. Take r the minimum value such that f satisfies a SDE(r,
(r
2

)
) and com-

pute explictly one of these SDE.

Step 2. Compute B = {(x− bi)
di | 1 ≤ i ≤ r}, the set of all the solutions of the

SDE of the form (x− b)e with r2(r + 1)/2 ≤ e ≤ deg(f) + (r2/2).
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Step 3. Determine α1, . . . , αr such that f =
∑r

i=1 αi(x− bi)
di

Step 4. Output the sets C(f) = (α1, . . . , αr), N(f) = (b1, . . . , br) and E(f) =
(d1, . . . , dr).

Proof. Corollary 4.2 proves the correctness of this algorithm. Indeed, s is the

smallest value of r such that f satisfies a SDE(r,
(r
2

)
), so in Step 1 we obtain that

r = s. The set B computed in Step 2 is exactly B = {(x − ai)
ei | 1 ≤ i ≤ s)}

because, by Corollary 3.16, ei ≤ deg(f) + (s2/2) for all i. Hence, B is a basis

of the space of solutions of the same SDE and, thus f can be uniquely written as

a linear combination of the elements of B. In addition, f cannot be written as

another linear combination of t < s terms of the form (x− a)e, which proves the

result.

Finally, the four steps can be perfomed in polynomial time. Only the first two

steps require a justification. See Remark 2.7 in Section 2 regarding Step 1. In

Step 2 we substitute for each value of e the polynomial (x − b)e in the SDE. This

yields a polynomial g(x) whose coefficients are polynomials in b of degree at most

r = s. We are looking for the values of b which make g identically 0, so we find b
as a root of the gcd of the coefficients of g. 2

Now, we can proceed with the main result of this section:

Theorem 4.4 (Different nodes). Let f ∈ F[x] be a polynomial that can be written

as

f =

s∑

i=1

αi(x− ai)
ei ,

where the constants ai ∈ F are all distinct, αi ∈ F \ {0}, and ei ∈ N. Assume

moreover that ni ≤ (2i/3)1/3 − 1 for all i ≥ 2, where ni denotes the number of

indices j such that ej ≤ i.
Then, AffPowF(f) = s. Moreover, there is a polynomial time algorithm Build(f)

that receives f =
∑d

i=0 fix
i ∈ F[x] as input and computes the s-tuples of co-

efficients C(f) = (α1, . . . , αs), of nodes N(f) = (a1, . . . , as) and exponents

E(f) = (e1, . . . , es). The algorithm Build(f) works as follows:

Step 1. We take t the minimum value such that f satisfies a SDE(t,
(t
2

)
) and

compute explicitly one of these SDE.

Step 2. Consider B := {(x− bi)
di | 1 ≤ i ≤ l}, the set of all the solutions of the

SDE of the form (x− b)e with (t+ 1)3 ≤ e ≤ deg(f) + (deg(f)+2)2

8 and

assume that d1 ≥ d2 ≥ · · · ≥ dl ≥ dl+1 := (t+ 1)3.
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Step 3. We take r ∈ {1, . . . , l} such that dr − dr+1 > t2/2 and dr+1 < deg(f).

Step 4. We set j := dr+1 + 1 and express f (j) as f (j) =
∑r

i=1 βi
di!

(di−j)!(x −
bi)

di−j with β1, . . . , βr ∈ F. We set I := {i |βi 6= 0}.

Step 5. We set f̃ :=
∑r

i=1 βi(x− bi)
di and h := f − f̃ .

If h = 0, then C(f) = (βi | i ∈ I), N(f) = (bi | i ∈ I) and E(f) =
(di | i ∈ I).

Otherwise, we set h := f − f̃ and we have that C(f) = (βi | i ∈ I) ∪
C(h), N(f) = (bi | i ∈ I) ∪ N(h) and E(f) = (di | i ∈ I) ∪ E(h),
where the triplet (C(h), N(h), E(h)) is the output of Build(h).

Proof. By Corollary 3.14 we have that AffPowF(f) = s. Concerning the algo-

rithm, first we observe that the value t computed in Step 1 is ≤ s by Proposition

2.6. Moreover, we claim that the set B computed in Step 2 has l ≤ t elements.

Otherwise, by Lemma 2.8, there exists a set I ⊆ {1, . . . , l} of size ≤ t + 1 and

there exist {γi | i ∈ I} ⊆ F \ {0} such that
∑

i∈I γi(x − bi)
di = 0. Setting

m := max{di | i ∈ I} ≥ (t + 1)3, Proposition 3.11 yields that t + 1 ≥ |I| >√
2(m+ 1) >

√
2(t+ 1)3, a contradiction.

Now we consider the set C := {(x−ai)ei | ei ≥ (s+1)3}, we have that C 6= ∅
because if we set e := max{ei | 1 ≤ i ≤ s}, then s = ne ≤ (2e/3)1/3 − 1 and

(s + 1)3 ≤ 2e/3 < e. By Proposition 4.1, we get that all the elements of C are

solution of the SDE and, by Corollary 3.16 we know that ei ≤ deg(f)+ (deg(f)+2)2

8
for all i ∈ {1, . . . , s}, hence C ⊆ B. In particular, d1 ≥ e ≥ 3

2 (s+ 1)3.

Now we take k := max{i | di > (s+1)3} (we have that 1 ≤ k ≤ l) and we are

going to prove that there exists r ∈ {1, . . . , k} such that e ≥ dr and dr − dr+1 >
t2/2. Indeed, if such a value r does not exist then (s + 1)3/2 = 3

2(s + 1)3 −
(s + 1)3 ≤ e − dk+1 ≤ d1 − dk+1 =

∑k
i=1(di − di+1) ≤ kt2/2 ≤ lt2/2 ≤

s3/2, a contradiction. We claim that if we take r such that dr − dr+1 ≥ t2/2,

then e ≥ dr if and only if dr+1 < deg(f) and, thus, the r described in Step 3

always exists. If dr+1 < deg(f), since deg(f) ≤ e and C ⊆ B, then dr ≤
e (since e is one of the di’s, it cannot be sandwiched between two consecutive

elements dr, dr+1 of this sequence). Conversely, assume now that e ≥ dr and let

us prove that dr+1 < deg(f). To prove this we first observe that setting j :=
dr+1 + 1, then f (j) can be uniquely expressed as a linear combination of B′ :=
{(x − bi)

di−j | 1 ≤ j ≤ r} . Indeed, f (j) =
∑

ei≥j αi
ei!

(ei−j)!(x − ai)
ei−j with

αi 6= 0 and (x − ai)
ei−j ∈ B′ for all ei ≥ j, and if there is another way of

expressing f (j) as a linear combination of B′, then by Proposition 3.11 we get that

t ≥ r >
√

2(min{di | 1 ≤ i ≤ r} − j) + 1 =
√

2(dr − j) + 1 ≥
√
t2 = t, a
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contradiction. So, if dr+1 ≥ deg(f), then f (j) = 0 and the only expression of f (j)

as a linear combination of B′ would be the one in which every coefficient is 0, a

contradiction. Hence, the value r computed in Step 3 exists and dr > (s + 1)3.

We have seen that f (j) can be uniquely expressed as a linear combination of B′ as

f (j) =
∑

ei≥j αi
ei!

(ei−j)!(x− ai)
ei−j . Hence, in Step 4, one finds all the (αi, ai, ei)

such that ei ≥ j. In Step 5, either the polynomial h is 0 and we have finished or

h =
∑

ei<j αi(x − ai)
ei is written as a linear combination of strictly less than s

terms and satisfies the hypotheses of the Theorem, so by induction we are done. 2

Note that in Step 2 of this algorithm we need to compute polynomial roots,

just as in the corresponding step of Theorem 4.3 (see the proof of Theorem 4.3 for

details). One difference, however, is that we do not use the roots bi only to output

the coefficients of the optimal decomposition: we also use the bi in the subsequent

iterations of the algorithm since the polynomials f̃ and h of Step 5 are defined

in terms of the bi, and we call the algorithm recursively on input h. From this

discussion one might be lead to think that if f has its coefficients in a subfield K

of F, the coefficients of f̃ and h may lie outside K. We show in Proposition 4.5

that this is not the case: f̃ and h = f − f̃ always lie in K[X]. We do not know if

f̃ can be computed from f with a polynomial number of arithmetic operations and

comparisons (in the words of Section 1.3, this would be a way to eliminate root

finding from the “internal working” of the algorithm).

Proposition 4.5. Let K be a subfield of F. Let f ∈ K[x] be a polynomial that can

be expressed in the AffPowF model as

f =

s∑

i=1

αi(x− ai)
ei with αi, ai ∈ F,

and ne = #{i : ei ≤ e} ≤
√

e+1
2 for all e ∈ N. Then, for all m,M ∈ N, the

truncated expression

f̃ =
∑

m≤ei≤M

αi(x− ai)
ei

belongs to K[x]. In particular, whenever f ∈ F[x] satisfies the hypotheses of

Theorem 4.4 and f ∈ K[x], then the polynomial f̃ computed in Step 5 of the

algorithm also belongs to K[x].

Proof. By Corollary 3.14, we know that AffPowF(f) = s and, hence, αi, ai are

algebraic over K. We denote by T the splitting field of the minimal polynomials

of all the αi, ai over K (i.e., the smallest field T such that K(αi, ai) ⊂ T and

K ⊂ T is normal). Since K is of characteristic 0 (and, thus, the extension K ⊂ T

is separable), then K ⊂ T is a Galois extension.
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Take now σ any element of the Galois group of the extension K ⊂ T. Since

f ∈ K[x], if we apply σ to f we obtain that f = σ(f) =
∑s

i=1 σ(αi)(x −
σ(ai))

ei . Moreover, by Corollary 3.14, we know that AffPowT(f) = s and f has a

unique optimal expression in the AffPowT model, then {(αi, ai, ei) | 1 ≤ i ≤ s} =
{(σ(αi), σ(ai), ei) | 1 ≤ i ≤ s}. In particular, for every e ∈ N, we have that

{(αi, ai, ei) | ei = e} = {(σ(αi), σ(ai), ei) | ei = e}. (8)

Now, we consider f̃ =
∑

m≤ei≤M αi(x− ai)
ei , by (8) we get that

σ(f̃) =
∑

m≤ei≤M

σ(αi)(x− σ(ai))
ei =

∑

m≤ei≤M

αi(x− ai)
ei = f̃ .

Summarizing, if we denote f̃ =
∑M

i=0 fix
i ∈ T[x], we have proved that σ(fi) = fi

for every i ∈ {0, . . . ,M} and every σ in the Galois group of the extension K ⊂ T.

This proves (see, e.g., [7, Theorem 7.1.1]) that fi ∈ K for all i ∈ {0, . . . ,M} and

f̃ ∈ K[x].
2

We define the size of the set of triplets {(αi, ai, ei) | 1 ≤ i ≤ s} ⊂ Z×Z×N as∑s
i=1[1 + log2(1 + |ai|) + log2(1 + |αi|) + ei]. As mentioned in the introduction,

it is not clear that the size of the output of the algorithm proposed in Theorem

4.4 is polynomially bounded in the input size (i.e., in the bit size of f given as a

sum of monomials). However, it is straightforward to check that the input size is

polynomially bounded by the output size. Indeed, the degree of f is upper bounded

by the maximum value of the ei and every coefficient of f can be seen as the

evaluation of a small polynomial in the αi, ai’s. In the following result we prove

that the algorithm works in polynomial time in the size of the output. Hence, a

positive answer to Question 1.5 together with Corollary 3.16 would directly yield

that the algorithm works in polynomial time (in the size of the input).

Proposition 4.6. Let f ∈ Z[x] be written as

f =
s∑

i=1

αi(x− ai)
ei

with ai ∈ Z, αi ∈ Z\{0}, ei ∈ N and assume that this decomposition satisfies the

conditions of Theorem 4.4: the constants ai are all distinct, and ni ≤ (2i/3)1/3−1
for all i ≥ 2, where ni denotes the number of indices j such that ej ≤ i.

Then, the algorithm in Theorem 4.4 works in polynomial time in the size of the

output.
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Proof. We write f =
∑d

j=0 fjx
j with fj ∈ Z and d = deg(f) ≤ max{e1, . . . , es}.

We have that fj =
∑

ei≥j αi

(
ei
j

)
aei−j
i for all j ∈ {0, . . . , d}. Thus, the size of f

is polynomially bounded by the size of the output. To perform Step 1 we follow

Remark 2.7. We note that the coefficients of the polynomials appearing in the SDE

are polynomially bounded by the size of f . In Step 2 we have to compute the

integral roots of polynomials of degree t ≤ s with integral coefficients, which can

also be done in polynomial time (see, e.g., [21]). Step 4 can also be performed in

polynomial time by solving a linear system of equations (see, e.g., [23, Corollary

3.3a]) . The result follows from the fact that the polynomial h defined in Step 5 can

be written as h =
∑

j∈J αj(x−aj)ej for some set J ⊂ {1, . . . , s} of at most s−1
elements. After the first iteration, the algorithm is therefore called recursively on

polynomials h with an output size bounded by the output size of the original f . 2

5 Algorithms for repeated nodes

This section is a continuation of the previous one and concerns the case where

the nodes ai in the optimal expression of f in the Affine Power model are not

necessarily different. The section is divided in two. In the first subsection we

provide algorithms when all the exponents corresponding to a repeated node appear

in a small interval. The second one handles the case where the difference between

two consecutive exponents corresponding to the same node is always large.

5.1 Small intervals

We bgin with the following result generalizing Proposition 4.1, which corresponds

to δ = 0.

Proposition 5.1. Let δ ∈ Z
+ and let f ∈ F[x] be written as

f =
t∑

i=1

Qi(x) (x− ai)
ei ,

with distinct ai ∈ F, Qi ∈ F[X] with deg(Qi) ≤ δ and ei ∈ N for all i. Assume

that f satisfies the following SDE of parameters k, l:

k∑

i=0

Pi(x)f
(i)(x) = 0.

If ei ≥ k+ (t− 1)(k+ l+ δ) +
(t
2

)
, then Qi(x) (x− ai)

ei satisfies the same SDE;

as a consequence Pk(ai) = 0.
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Proof. We take i = 1. We assume that e1 ≥ k+ (t− 1)(k+ l+ δ) +
(
t
2

)
and that

f satisfies a SDE(k, l)
k∑

i=0

Pi(x)f
(i)(x) = 0

By contradiction, suppose that Q1(x)(x− a1)
e1 does not satisfy this equation. For

every j ∈ {1, . . . , t}, we denote by gj and Rj the polynomials such that

gj =
k∑

i=0

Pi(x) (Qj(x)(x− aj)
ej )(i) = Rj(x)(x − aj)

dj

where dj := max{0, ej−k} for all j, and with degRj ≤ δ+ej+l−dj ≤ k+l+δ.
We have the equality

−g1 =
t∑

i=2

gi 6= 0. (9)

We consider a linearly independent subfamily of g2, . . . , gt, namely {gj | j ∈ J}
with J = {j1, . . . , jp} ⊆ {2, . . . , t}. Then by Proposition 2.4 we have that

e1 − k = d1 ≤ Ma1 (g1) ≤ p− 1 +
∑

j∈J deg(Rj) + p(p− 1)−
(p
2

)

≤ p− 1 + (k + l + δ)p +
(p
2

)
.

Taking into account that p ≤ t− 1, we finally obtain the inequality

e1 − k ≤ t− 2 + (t− 1)(k + l + δ) +
(t−1

2

)
,

which yields a contradiction.

Now, we take l1 ≥ e1 and R1 ∈ F[x] such that (x − a1)
li R1(x) = (x −

a1)
e1 Q1(x) and R1(a1) 6= 0. Since (x− a1)

e1 Q1(x) is a solution of the SDE, we

have that:
k∑

i=0

Pi(x) ((x− a1)
l1 R1(x))

(i) = 0,

we deduce that there exists q ∈ F[x] such that Pk(x)(x − a1)
l1−kh(x) = (x −

a1)
l1−k+1q(x), from where we deduce that Pk(a1) = 0. 2

From Proposition 5.1 we shall now derive Corollary 5.2 and Theorem 5.3. They

provide an effective method to obtain the optimal expression of a polynomial f in

the Affine Power model whenever all the exponents corresponding to a repeated

node are required to lie in a small interval.
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Corollary 5.2. Let δ ∈ Z
+ and let f ∈ F[x] be a polynomial written as

f =

t∑

i=1

Qi(x) (x− ai)
ei ,

where:

• Qi(x) =
∑si

j=1 γi,j(x − ai)
ǫi,j ∈ F[x] with γi,j 6= 0 and 0 = ǫi,0 < ǫi,1 <

· · · < ǫi,si ≤ δ,

• the ai’s are elements of F and are all distinct, and

• ei ≥ t2(t+1)
2 + 2t2(δ + 1)2 for all i.

Then,

a) the set of polynomials {Qi(x) (x−ai)ei | 1 ≤ i ≤ t} is linearly independent,

b) AffPowF(f) =
∑t

i=1 si and the optimal representation of f is unique,

c) f does not satisfy any SDE(t− 1,
(t−1

2

)
+ (t− 1)δ), and

d) f satisfies a unique SDE(t,
(
t
2

)
+ tδ), which we denote

t∑

i=0

Pi(x)g
(i)(x) = 0.

Moreover,

• the space of solutions of this equation is the vector space generated by

{Qi(x)(x− ai)
ei | 1 ≤ i ≤ t}.

• Pt(ai) = 0 for all i ∈ {1, . . . , t}.

• The polynomial Q(x)(x − a)e with deg(Q(x)) ≤ δ, Q(a) 6= 0 is a

solution of this SDE if and only if (a, e,Q(x)) = (ai, ei, λQi(x)) for

some i ∈ {1, . . . , t} and some λ ∈ F.

Proof. Notice that (b) implies (a). To prove (b), we observe that f is written as

f =
t∑

i=1

si∑

j=1

γi,j (x− ai)
ei+ǫi,j ,
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so AffPowF(f) ≤ ∑t
i=1 si. Now assume that f can also be expressed as f =∑r

i=1 βi(x− bi)
di with βi ∈ F and r ≤ ∑t

i=1 si ≤ t(δ + 1). By Proposition 3.11

we get that either both expressions are the same, or

2t(δ+1) ≥ r+
t∑

i=1

si ≥
√

2(min{e1, . . . , et}+ 1) >
√
t2(t+ 1) + 4t2(δ + 1)2,

which is not possible. Thus AffPowF(f) =
∑t

i=1 si and the optimal representation

of f is unique.

Let us prove (d). By Proposition 2.6 we have that there exists a SDE(t,
(
t
2

)
+tδ)

satisfied by f which is also satisfied forQi(x)(x−ai)ei for all i. Moreover, if there

is another SDE(t,
(
t
2

)
+ δt) satisfied by f , by Proposition 5.1 we have that it is also

satisfied by Qi(x)(x− ai)
ei for all i, because

ei ≥ t2(t+1)
2 + 2t2(δ + 1)2 ≥ t2(t+1)

2 + (t2 − 1)δ

= t+ (t− 1)
(
t+

(
t
2

)
+ tδ + δ

)
+

(
t
2

)
.

(10)

Therefore, Lemma 2.9 implies that there is a unique such SDE. We denote by

t∑

i=0

Pi(x) g
(i)(x) = 0

this unique SDE(t,
(
t
2

)
+ tδ). Again by Proposition 5.1, we have that Pt(ai) = 0.

We take a solution to this unique SDE of the form Q(x)(x−a)e withQ(a) 6= 0
and deg(Q(x)) ≤ δ. Since {Qi(x)(x − ai)

ei | 1 ≤ i ≤ t} is a basis of the space

of solutions of the SDE, there exist ρ1, . . . , ρk ∈ F such that Q(x)(x − a)e =∑t
i=1 ρiQi(x)(x − ai)

ei . If there is a unique ρi 6= 0, then Q(x)(x − a)e and

Qi(x)(x − ai)
ei are proportional and we are done. Suppose now that ρ1, ρ2 ∈

F \ {0}, then by Proposition 3.11

(t+ 1)(δ + 1) ≥
√

2(min{e1, . . . , et}+ 1) >
√
t2(t+ 1) + 4t2(δ + 1)2,

which is not possible.

To prove (c), assume by contradiction that f is a solution of a SDE(t−1,
(
t−1
2

)
+

(t− 1)δ). Inequality (10) shows that

ei ≥ (t− 1) + (t− 1)

(
t− 1 +

(
t− 1

2

)
+ (t− 1)δ + δ

)
+

(
t

2

)
.

Hence, Proposition 5.1 implies that Qi(x)(x − ai)
ei is also a solution of this SDE

for all i. However, by (a) the set {Qi(x)(x− ai)
ei | 1 ≤ i ≤ t} is linearly indepen-

dent, and this contradicts Lemma 2.8. 2
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Theorem 5.3 (repeated nodes in small intervals). Let δ ∈ Z
+ and let f ∈ F[x] be

a polynomial of degree d that can be written as

f =

t∑

i=1

Qi(x) (x− ai)
ei ,

with

• Qi(x) =
∑si

j=1 γi,j(x − ai)
ǫi,j ∈ F[x] with γi,j 6= 0 and 0 = ǫi,0 < ǫi,1 <

· · · < ǫi,si ≤ δ,

• the ai’s are elements of F and are all distinct, and

• ei ≥ t2(t+1)
2 + 2t2(δ + 1)2 for all i.

Then AffPowF(f) =
∑t

i=1 si. Moreover, there is a polynomial time algorithm

Build(f, δ) that receives f =
∑d

i=0 fix
i ∈ F[x] and δ as input and computes

the t-tuples of nodes N(f) = (a1, . . . , at), the values s1, . . . , st and the tuple of

coefficients C(f) = (γi,j : 1 ≤ i ≤ t, 1 ≤ j ≤ si), and exponents E(f) =
(ei+ ǫi,j : 1 ≤ i ≤ t, 1 ≤ j ≤ si). The algorithm Build(f, δ) works as follows:

Step 1. Take r the minimum value such that f satisfies a SDE(r,
(r
2

)
+ rδ).

Compute explicitly one of these SDE, i.e., compute P0, . . . , Pr such that∑r
i=0 Pi(x)f

(i)(x) = 0 and deg(Pi) ≤ i+
(r
2

)
+ rδ.

Step 2. Compute R ⊆ F the set of roots of Pr . For each c ∈ R, consider the set

Bc of solutions of the SDE of the form

g(x) = R(x)(x− c)e,

with e < d+ t2(δ+1)2

2 , where R(x) is a monic polynomial of degree ≤ δ
and R(c) 6= 0. Set B := ∪c∈RBc = {g1, . . . , gp}.

Step 3. Express f as a linear combination of the elements of B, namely, f =∑p
i=1 λigi with λi ∈ F.

Step 4. Denote gi = Ri(x)(x − ci)
di for all i ∈ {1, . . . , p}. Write λiRi(x) in

the shift ci, i.e., λiRi(x) =
∑ri

j=1 βi,j(x− ci)µi,j with βi,j ∈ F\{0} and

0 = µi,0 < · · · < µi,ri ≤ δ.

Step 5. Output N(f) = (c1, . . . , cp), C(f) = (βi,j | 1 ≤ i ≤ p, 1 ≤ j ≤ ri) and

E(f) = (di + µi,j | 1 ≤ i ≤ p, 1 ≤ j ≤ ri).
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Proof. We observe that f satisfies the hypotheses of Corollary 5.2; then, by

Corollary 5.2.(b), we have that AffPowF(f) =
∑t

i=1 si and that there is a unique

optimal expression of f in the AffPow model.

Let us prove the correctness of the algorithm Build(f, δ). Corollary 5.2.(c)

and (d) justify that the value r computed in Step 1 is equal to t. We denote by

ϕ the SDE computed at this step of the algorithm. For every c ∈ R, the set

Bc computed in Step 2 is either empty or has a unique element by Corollary

5.2.(d). Moreover, we claim that the set B of solutions to ϕ computed in Step

2 is {Qi(x)(x − ai)
ei/γi,si | 1 ≤ i ≤ t} (the division by γi,si ∈ F is due to the

fact that B contains only monic polynomials whereas Qi has leading coefficient

γi,si). Indeed, Corollary 5.2.(d) proves that the set of solutions of ϕ of the form

g = R(x)(x − r)e with r a root of Pt is exactly {λQi(x)(x − ai)
ei |λ ∈ F, 1 ≤

i ≤ t}; the upper bound e < d + t2(δ+1)2

2 is justified by Corollary 3.16 since

AffPowF(f) =
∑t

i=1 si ≤ t(δ + 1). Hence B = {Qi(x)(x − ai)
ei/γi,si | 1 ≤

i ≤ t} and, in particular, t = p. By Corollary 5.2.(a) we have that in Step 3 there

is a unique way of writing of f as a linear combination of g1, . . . , gp. Finally, it

suffices to write gi = Ri(x)(x− ci)
di and consider the Taylor expansion of Ri(x)

with respect to ci for every i ∈ {1, . . . , p} as in Step 4 to get the desired sets of

nodes, coefficients and exponents. 2

Remark 5.4. The algorithm Build(f, δ) described above can be slightly modified

to not receive δ as input as long as f satisfies the hypotheses of Theorem 5.3 for

some δ ∈ Z
+. That is, we only need to assume that there exists δ ∈ Z

+ such that

f =
t∑

i=1

Qi(x) (x− ai)
ei ,

where Qi(x) ∈ F[x] has degree ≤ δ, the ai’s are distinct elements of F, and

ei ≥ t2(t+1)
2 +2t2(δ+1)2 for all i. Indeed, it suffices to start with δ = 1 and execute

Build(f, δ) with increasing values of δ until the reconstruction of f succeeds. The

correctness of this algorithm is justified by Corollary 5.2.(b). In fact, once we find δ
such that the reconstruction is possible, we obtain the optimal expression of f in

the Affine Power model.

5.2 Big gaps

This subsection deals with polynomials f such that whenever the terms (x − a)e

and (x−a)d appear in the optimal expression of f in the Affine Power model, then

the difference between d and e is “large”. Similarly to Section 5, we begin with

some results ensuring that whenever f satisfies a SDE, then so do some of its terms
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in the optimal expression of f in the Affine Power model. The desired algorithm

then follows as a consequence of these results.

Proposition 5.5. Let f ∈ F[x] be written as

f = (x− a)mg(x) +

s∑

i=1

αi(x− a)ei +

p∑

i=1

βi(x− ai)
di ,

with g ∈ F[x], a, ai, αi, βi ∈ F, m, ei, di ∈ N and ai 6= a for all i. We set

e := max{e1, . . . , es} if s ≥ 1 or e := −1 if s = 0. Whenever f satisfies a

SDE(k, l) with m − e > p + (k + l)(p + 1) +
(p
2

)
, then (x − a)mg satisfies the

same SDE.

Proof. Assume that f satisfies a SDE(k, l)

k∑

i=1

Pi(x)f
(i)(x) = 0

By contradiction, we assume that (x − a)mg(x) does not satisfy this equation.

Thus, there exists T (x) ∈ F[x] nonzero such that
∑k

i=0 Pi(x) ((x − a)mg)(i) =
T (x)(x − a)m−k . For every j ∈ {1, . . . , s} and every j ∈ {1, . . . , p}, we denote

by hj and gj the polynomials such that

hj =
k∑

i=0

Pi(x) ((x − a)ej )(i) and gj =
k∑

i=0

Pi(x) ((x − aj)
dj )(i).

We observe that deg(hj) ≤ ej + l ≤ e+ l and deg(gj) ≤ dj + l. Since f satisfies

the already mentioned SDE, we get that

T (x)(x− a)m−k =
s∑

i=1

αihi +

p∑

i=1

βigi.

If we differentiate (e + l + 1) times on both sides of the previous equation, we

obtain an equality of the following form

U(x)(x − a)m−k−e−l−1 =

p∑

i=1

βig
(e+l+1)
i =

p∑

i=1

Ui(x)(x− ai)
fi

with fi := max{0, di − k − e − l − 1} and deg(Ui(x)) ≤ k + l. If we take a

linearly independent family {g(e+l+1)
i : i ∈ I} ⊆ {g(e+l+1)

i : i ∈ {1, . . . , p}}
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and compute the multiplicity of a on both sides of the previous equality using

Proposition 2.4, we obtain that

m− k − e− l − 1 ≤ p− 1 + (k + l)p+ (p− 1)p −
(
p

2

)
,

which yields that

m− e ≤ p+ (k + l)(p + 1) +

(
p

2

)
,

a contradiction. 2

The following result is a generalization of Proposition 4.1 where we allow re-

peated nodes provided their corresponding exponents are far enough.

Corollary 5.6. Let f ∈ F[x] be written as

f =
s∑

i=1

αi(x− a)ei +

p∑

i=1

βi(x− ai)
di ,

with a, ai, αi, βi ∈ F, m, ei, di ∈ N, ai 6= a for all i and es > · · · > e1 > e0 :=
−1. Assume that f satisfies a SDE(k, l) and that |ei+1−ei| > p+(k+l)(p+1)+

(p
2

)

for all i, then (x− a)ei satisfies the same SDE for all i ∈ {1, . . . , s}.

Proof. Assume that there exists an ei such that (x − a)ei does not satisfy the

SDE(k, l) and we take e the maximum of such ei. Then, we can write f(x) =
g(x)(x− a)e +

∑
ei<e αi(x− a)ei +

∑p
i=1 βi(x− ai)

di . By means of Proposition

5.5 we have that g(x)(x − a)e is a solution of the same SDE. Moreover, for all

ei > e, then (x − a)ei is also a solution of the SDE. But this is not possible since

the set of solutions is a vector space, and, hence, (x− a)e would also be a solution

to the same SDE. 2

The proof of the following Corollary is analogue to that of Corollary 4.2 but

making use of Corollary 5.6 (instead of Proposition 4.1).

Corollary 5.7. Let f ∈ F[x] be a polynomial that can be written as

f =
s∑

i=1

αi(x− ai)
ei

with ai, αi ∈ F, ei > s(s+ 1)2/2 and, whenever ai = aj for some 1 ≤ i < j ≤ s,
then |ei − ej | > s(s+ 1)2/2.

a) {(x− ai)
ei | 1 ≤ i ≤ s} are linearly independent,
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b) If f =
∑t

i=1 βi(x − bi)
di with t ≤ s, then t = s and we have the equal-

ity {(αi, ai, ei) | 1 ≤ i ≤ s} = {(βi, bi, di) | 1 ≤ i ≤ s}; in particular,

AffPowF(f) = s,

c) f does not satisfy any SDE(s − 1,
(s−1

2

)
), and

d) f satisfies a unique SDE(s,
(s
2

)
). Moreover, the space of solutions of this

equation is the vector space generated by {(x − ai)
ei | 1 ≤ i ≤ s}. In

particular, (x − a)e is a solution of this SDE if and only if (a, e) = (ai, ei)
for some i ∈ {1, . . . , s}.

From this corollary we get the following result whose proof is analogue to that

of Theorem 4.3.

Theorem 5.8 (Big gaps). Let f ∈ F[x] be a polynomial that can be written as

f =
s∑

i=1

αi(x− ai)
ei

with ai, αi ∈ F, ei > s(s+ 1)2/2 and whenever ai = aj for some 1 ≤ i < j ≤ s,
then |ei − ej | > s(s + 1)2/2. Then, AffPowF(f) = s. Moreover, there is a

polynomial time algorithm Build(f) that receives f =
∑d

i=0 fix
i ∈ F[x] as in-

put and computes the s-tuples of nodes N(f) = (a1, . . . , as), coefficients C(f) =
(α1, . . . , αs) and exponents E(f) = (e1, . . . , es). The algorithm Build(f)works

as follows:

Step 1. Take r the minimum value such that f satisfies a SDE(r,
(
r
2

)
) and com-

pute explictly one of these SDE.

Step 2. Compute B = {(x− bi)
di | 1 ≤ i ≤ r}, the set of all the solutions of the

SDE of the form (x− b)d.

Step 3. Determine α1, . . . , αr such that f =
∑r

i=1 αi(x− bi)
di

Step 4. Output the sets C(f) = (α1, . . . , αr), N(f) = (b1, . . . , br) and E(f) =
(d1, . . . , dr).

6 The multivariate case

This section concerns the study of the multivariate version of the Affine Power

model, i.e., we study expressions of a polynomial f ∈ F[x1, . . . , xn] as

f =

s∑

i=1

αiℓ
ei
i , (11)
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where ei ∈ N, αi ∈ F and ℓi is a (non constant) linear form for all i. We denote

by AffPowF(f) the minimum value s such that there exists a representation of the

previous form with s terms. We will study the uniqueness of optimal represen-

tations and propose an algorithm for finding such representations. In this section

only, we work in the black box model: we assume that our algorithm has access

to f only through a “black box” that outputs f(x1, . . . , xn) when queried on an

input (x1, . . . , xn) ∈ F
n. This very general model is standard for the study of

many problems about multivariate polynomials such as, e.g., factorization [15],

sparse interpolation [2, 10], sparsest shift [9] or Waring decomposition [17]. We

also assume that our algorithm has access to d = deg(f); the knowledge of an

upper bound on deg(f) would in fact suffice. As explained in the introduction,

our algorithm proceeds by reduction to the univariate case: we solve n univariate

projections of the multivariate problem, and then “lift” them to a solution of the

multivariate problem. One (very) minor difficulty is that our univariate algorithms

are presented for polynomials given in dense representation rather than in black

box representation. But it is easy to convert from black box to dense representa-

tion:

Remark 6.1. Suppose that we have black-box access to a polynomial f(x1, . . . , xn)
of degree d. We can obtain the dense representation of the univariate polynomial

f1(x1) = f(x1, 0, 0, . . . , 0) by querying f on d + 1 distinct inputs of the form

(ai, 0, . . . , 0) and interpolating f1 from its values at a0, . . . , ad.

In our algorithm we perform a random change of coordinates before projecting

to a univariate problem. Converting to dense representation in this case is hardly

more difficult:

Remark 6.2. Suppose that we have black-box access to a polynomial f(x1, . . . , xn)
of degree d. Let g(x) = f(Λ.x+ λ), where λ = (λ1, . . . , λn) ∈ F

n and Λ = (λij)
is an n× n matrix.

We can obtain the dense representation of the univariate polynomial g1(x1) =
g(x1, 0, 0, . . . , 0) = f(λ11x1 +λ1, λ21x1 + λ2, . . . , λn1x1 +λn) by evaluating g1
at d+ 1 points and interpolating from those values. Equivalently, we can observe

that a black-box for g can be constructed from the black box for f , and we can

therefore apply Remark 6.1 to g.

Having recalled these well-known facts, we proceed with uniqueness consid-

erations. Strictly speaking the optimal expressions in model (11) are never unique

since for all λ ∈ F \ {0} we have αiℓ
ei
i = βit

ei
i with βi := αiλ

ei and ti := ℓi/λ.

To deal with this ambiguity, we use the notion of essentially equal expressions.

Given f we say that two expressions of f =
∑s

i=1 αiℓ
ei
i =

∑r
i=1 βit

di
i are es-

sentially equal if r = s and there exists a permutation σ of {1, . . . , s} such that
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αiℓ
ei
i = βσ(i)t

dσ(i)

σ(i) for all i ∈ {1, . . . , s}. Likewise, we say that f has an essen-

tially unique optimal decomposition in the multivariate Affine Powers model if two

optimal decompositions of f are always essentially equal.

If the representation of f =
∑s

i=1 αiℓ
ei
i is optimal, ℓi and ℓj cannot be pro-

portional whenever ei = ej . Otherwise if ℓi = λℓj with λ ∈ F, we can rewrite

αiℓ
ei
i + αjℓ

ej
j = (λeiαi + αj)ℓ

ej
j

The following result provides a sufficient condition for f to have an essentially

unique optimal decomposition in the multivariate Affine Powers model. Indeed, it

is an extension to the multivariate setting of Corollary 3.14.

Proposition 6.3. Let f ∈ F[x1, . . . , xn] be a polynomial of the form:

f =
s∑

i=1

αiℓ
ei
i

where αi ∈ F\{0}, the ℓi are non constant linear forms, and ℓi is not proportional

to ℓj whenever ei = ej . For every e ∈ N we denote by ne the number of exponents

smaller than e, i.e., ne = #{i : ei ≤ e}. If ne ≤
√

e+1
2 for all e ∈ N, then

AffPowF(f) = s and the optimal representation of f is essentially unique.

Proof. Let r := AffPowF(f) ≤ s and let f =
∑s+r

i=s+1 αiℓ
ei
i be an optimal

representation of f . We write ℓi =
∑n

j=1 aijxj + ai0 for all i ∈ {1, . . . , s + r}.

Consider the ring homomorphism ϕ : F[x1, . . . , xn] → F[x] induced by xi 7→
ωix + λi where ω = (ω1, . . . , ωn), λ = (λ1, . . . , λn) ∈ F

n. If we write ϕ(ℓi) =
bix+ ci, we choose ω and λ such that

(1.a) bi 6= 0 and ci 6= 0 for all i ∈ {1, . . . , r + s}, and

(1.b) for all 1 ≤ i < j ≤ s+r, ϕ(ℓi) = µϕ(ℓj) with µ ∈ F if and only if ℓi = µℓj .

It is important to observe that a generic choice of ω, λ ∈ F
n fulfils these two

conditions. Then

ϕ(f) =
∑s

i=1 αiϕ(ℓi)
ei =

∑s
i=1 αib

ei
i (x+ ci/bi)

ei

=
∑s+r

i=s+1 αiϕ(ℓi)
ei =

∑s+r
i=s+1 αib

ei
i (x+ ci/bi)

ei .

We consider the expression ϕ(f) =
∑s

i=1 αib
ei
i (x + ci/bi)

ei in the univariate

Affine Power model. By (1.b), whenever ei = ej then ci/bi 6= cj/bj . Moreover

it satisfies that {i ∈ {1, . . . , s} : ei ≤ e} = ne ≤
√

e+1
2 for all e ∈ N. Hence

we apply Corollary 3.14 to get that r ≥ AffPowF(ϕ(f)) = s ≥ r and that both

expressions for ϕ(f) are the same. After reindexing if necessary we get that
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(2.a) αib
ei
i = αi+sb

ei+s

i+s ,

(2.b) ci/bi = ci+s/bi+s,

(2.c) and ei = ei+s for all i ∈ {1, . . . , s}.

By (2.b) we have that bix+ ci = µ(bi+sx+ ci+s) with µ := bi/bi+s. By (1.b) we

have that ℓi = µℓi+s. Finally, by (2.a) and (2.c), we conclude that

αiℓ
ei
i = αiµ

eiℓ eii+s = αi+sℓ
ei+s

i+s ,

proving that the optimal representation of f is essentially unique. 2

Our next goal is to provide algorithms that, given black-box access to a poly-

nomial f ∈ F[x1, . . . , xn], compute s = AffPowF(f) and the terms αiℓ
ei
i for

i ∈ {1, . . . , s} such that f =
∑s

i=1 αiℓ
ei
i . We are going to prove a multivariate

analogue of Theorem 4.3 where the condition of "distinct nodes" is replaced by

"the ℓi’s in the decomposition are not proportional". The same strategy that we

are going to exhibit in the proof also applies to obtain similar results for the other

algorithms of sections 4 and 5.

Theorem 6.4. Let f ∈ F[x1, . . . , xn] be a polynomial that can be written as

f =
s∑

i=1

αiℓ
ei
i ,

where ℓi are nonconstant linear forms such that ℓi 6= λℓj for all λ ∈ F, 1 ≤ i <
j ≤ s, αi ∈ F \ {0}, and ei ∈ N. Assume that ni ≤ (2i/3)1/3 − 1 for all i ≥ 2,

where ni denotes the number of indices j such that ej ≤ i. Then, AffPowF(f) = s.
Moreover, there is a randomized algorithm MultiBuild(f) that, given ac-

cess to a black box for f and to d = deg(f), computes the set of terms T (f) =
{αiℓ

ei
i | 1 ≤ i ≤ s}. The algorithm MultiBuild(f) runs in time polynomial in

n and d, and works as follows:

Step 1. We define g := φ(f) where φ is a random affine change of coordinates

(xi 7→
∑n

j=1 λijxj + λi for all i).

Step 2. For each j ∈ {1, . . . , n}, we set gj := πj(g) where πj : F[x1, . . . , xn] −→
F[x] is induced by xk 7→ 0 if k 6= j and xj 7→ x.

We apply the algorithm Build(gj) from Theorem 4.3 to obtain sj :=
AffPowF(gj) and the triplets (βij , bij , eij) ∈ F × F × N such that gj =∑sj

i=1 βij(x+ bij)
eij .

If there exist i, j such that bij = 0, then output ’It is not possible to

reconstruct f ’. Otherwise, for all j we define the set of triplets

Pj := {(cij , pij , ei,j) | cij := βijb
eij
ij , pij := 1/bij , 1 ≤ i ≤ si}.
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Step 3. If one of these conditions holds:

(a) there exist j1 6= j2 such that sj1 6= sj2 ,

(b) there exist i1 6= i2 and j such that ci1j = ci2j , or

(c) there exist i, j such that for all i′, ci1 6= ci′j or ei1 6= ei′j;

then output: ’It is not possible to reconstruct f ’. Otherwise we set s :=
s1 = s2 = · · · = sr and reorder the elements of P2, . . . , Pn so that

ci := ci1 = ci2 = · · · = cin and ei := ei1 = ei2 = · · · = ein for all

i ∈ {1, . . . , s}.

Step 4. g =
∑s

i=1 ci(1 +
∑n

j=1 pijxj)
ei , so we output f =

∑s
i=1 ci(φ

−1(1 +∑n
j=1 pijxj))

ei

If the λi’s and the λij’s needed to define φ are chosen uniformly at random

from a finite set S, then the probability of success of the algorithm is at least

1− d2/3(2n + d)

|S| .

Proof. The input polynomial f satisfies the hypotheses of Proposition 6.3, so

AffPowF(f) = s and the optimal representation of f is essentially unique.

After applying a random φ as described in Step 1, with high probability7 we

have that φ is invertible and g =
∑s

i=1 αit
ei
i with ti =

∑n
j=1 aijxj + ai0 satisfies

the following properties:

(i) aij 6= 0 for all i, j.

(ii) for all j 6= 0, then aij/ai0 6= ai′j/ai′0 for all i, i′, and

(iii) αia
ei
i0 6= αi′a

ei′
i′0 for all i 6= i′.

It is important to observe that for a generic choice of the λi’s and λij’s involved in

the definition of φ, these conditions will be fulfilled. The goal of the algorithm is

to recover f via the following expression of g:

g =
s∑

i=1

αia
ei
i0


1 +

n∑

j=1

aij
ai0

xj




ei

;

so we are interested in computing the values

7A detailed probabilistic analysis is performed at the end of this proof.
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• αia
ei
i0 for all i

• aij/ai0 for all i, j

• ei for all i

In Step 2, for all j ∈ {1, . . . , n} we consider

πj(g) =
s∑

i=1

αia
ei
i0

(
1 +

aij
ai0

x

)ei

=
s∑

i=1

αia
ei
ij

(
x+

ai0
aij

)ei

.

Since πj(g) satisfies the hypotheses of Theorem 4.3 Build(πj(g)) outputs the

values {
(αia

ei
ij ,
ai0
aij

, ei) | 1 ≤ i ≤ s

}
.

From these values we obtain in the sets

Pj =

{
(αia

ei
i0,
aij
ai0

, ei) | 1 ≤ i ≤ s

}
.

Before calling Build(πj(g)), we compute the dense representation of πj(g) using

Remarks 6.1 and 6.2.

Thanks to the unique expression of gj for all j and to (iii) we have that none of

the conditions of Step 3 is satisfied and we obtain g in Step 4.

If we see the values of λi, λij used to define φ as variables, the invertibility

of φ is equivalent to the nonvanishing of a degree n polynomial. Moreover, the

aij are degree one polynomials in these variables. Thus, the conditions aij 6= 0
consist in the nonvanishing of s(n + 1) polynomials of degree 1. The conditions

aij/ai0 6= ai′j/ai′0 for all i, i′, j with j 6= 0 can be seen as the nonvanishing of

s(s− 1)n/2 polynomials of degree 2. The conditions αia
ei
i0 6= αi′a

ei′
i′0 can be seen

as the nonvanishing of s(s− 1)/2 polynomials of degree at most max(ei), which,

by Corollary 3.16, is upper bounded by d+(s2/2). Hence, all the conditions to be

satisfied can be codified in a nonzero polynomial ψ of degree

n+ s(n+ 1) + s(s− 1)n+ (s(s− 1)(2d + s2)/4) ≤ 8s2n+ 2s2d+ s4

4
.

Moreover, if we set e := max(ei), then

• e ≤ d+ (s2/2), and

• s = ne ≤ (2e/3)1/3,

42



form where we deduce that s ≤ d1/3 and the degree of ψ is upper bounded by

d2/3(2n+ d). Hence, by the Schwartz-Zippel lemma, if we assume the λi, λij are

taken uniformly at random from a finite set S, the probability of satisfying all these

constraints is at least

1− d2/3(2n + d)

|S| .

and the result follows. 2
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A Appendix: Algorithms for Sparsest Shift and Waring

In this appendix we apply the techniques from the previous sections to study opti-

mal decompositions of polynomials in the Waring and Sparsest Shift models. As

explained in the introduction, these two models have been extensively studied in

the literature. We do not claim that the algorithms proposed in this appendix im-

prove on the existing methods. Rather, we present them for the sole purpose of

illustrating on these two classical models the techniques developed for the more

general model of sums of affine powers.

A.1 Waring decompositions

In Proposition 2.6 we saw that if f has an expression in the AffPow model with

s terms, then f satisfies a SDE(s,
(s
2

)
). We begin this section by proving that an

expression of f with s terms in the Waring model yields a SDE satisfied by f of

order s and shift 0.

Proposition A.1. Let f ∈ F[x] be written as

f =

s∑

i=1

αi(x− ai)
d,

Then f satisfies a SDE(s, 0) that is also satisfied by the (x− ai)
d’s.

Proof. We consider the SDE in the unknown g given by the Wronskian:

Wr(g, (x − a1)
d, . . . , (x− as)

d)(x) = 0 (12)

After factoring out (x− ai)
d−s for all i, we get the reduced SDE:

s∑

i=0

Ri(x)g
(i)(x) = 0,

where

Ri =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(x− a1)
s . . . (x− as)

s

d1(x− a1)
s−1 . . . d1(x− as)

s−1

...
. . .

...

di−1(x− a1)
s−i+1 . . . di−1(x− as)

s−i+1

di+1(x− a1)
s−i−1 . . . di+1(x− as)

s−i−1

...
. . .

...

ds . . . ds

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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Because of the nice structure induced by all the exponents being equal to d, we

have that R′
i+1 = Ri, and hence deg(Ri) = deg(Rs) − (s − i). If we factor out

the constants on each row in Rs we get that

Rs =

s∏

i=1

di ·

∣∣∣∣∣∣∣∣∣

(x− a1)
s . . . (x− as)

s

(x− a1)
s−1 . . . (x− as)

s−1

...
. . .

...

(x− a1) . . . (x− as)

∣∣∣∣∣∣∣∣∣

We factor (x− ai) on each row and use the known formula for the determinant of

a Vandermonde matrix to obtain:

Rs =

s∏

i=1

di ·
s∏

i=1

(x− ai) ·
∏

i<j

(ai − aj)

We have deg(Rs) = s, and hence deg(Ri) = i, which shows that the reduced SDE

has in fact a zero shift. 2

Moreover, when WaringF(f) is small enough we have that the SDE provided

in Proposition A.1 is the only SDE(s, 0) satisfied by f .

Corollary A.2. Let f be a polynomial such that s = WaringF(f) ≤
√

2d/3. Then

f satisfies a unique SDE(s, 0).

Proof. Consider a SDE(s, 0) satisfied by f :

s∑

i=0

Pi(x)f
(i)(x) = 0

Since WaringF(f) = s, f can be expressed as f =
∑s

i=1 αi(x − ai)
d and {(x −

ai)
d : 1 ≤ i ≤ d} are linearly independent. By Proposition 4.1 we get that any

term (x− ai)
d satisfies this SDE because

d ≥ 3

2
s2 ≥ s+ s(s− 1) +

(
s

2

)
.

Thus, we apply Lemma 2.9 to conclude the equation given by the Proposition A.1

is the unique SDE(s, 0) satisfied by f . 2

As a direct consequence of this result, we have the following algorithm.

Algorithm A.3. Let f be a polynomial of degree d. There is a polynomial time

algorithm WaringDec(f) that receives f =
∑d

i=0 fix
i ∈ F[x] as input decides
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if Waring(f) ≤
√

2d/3. Moreover, whenever WaringF(f) ≤
√

2d/3, with the

optimal decomposition being

f =
s∑

i=1

αi(x− ai)
d,

the algorithm computes the s-tuples of shifts S(f) = (a1, . . . , as) and coefficients

C(f) = (α1, . . . , αs). The algorithm works as follows:

Step 1. Find the minimum k such that there exists an SDE(k, 0) satisfied by f
and compute explicitly one of these SDE.

Step 2. If k >
√

2d/3, then WaringF(f) >
√

2d/3.

Step 3. Compute the set B = {(x − bi)
d | 1 ≤ i ≤ t} of solutions of the form

(x− a)d of this SDE.

Step 4. If t < k, then WaringF(f) >
√

2d/3.

Step 5. Write f =
∑t

i=1 βi(x − bi)
d, and output S(f) = (b1, . . . , bt) and

C(f) = (β1, . . . , βt).

Note that if we reach Step 5 of the algorithm, we have t = k = s ≤
√
2d/3.

A.2 Sparsest Shift decompositions

We saw in Section A.1 that a polynomial with a Waring decomposition of size s
satisfies a SDE of order s and shift 0. The same is true for the Sparsest Shift model:

Proposition A.4. Let f ∈ F[x] be written as

f =
s∑

i=1

αi(x− a)ei ,

Then f satisfies a SDE(s, 0) that is also satisfied by the (x− a)ei’s.

Proof. We will prove something stronger, namely that f satisfies an SDE(s, 0) of

the following form
s∑

i=0

γi(x− a)ig(i)(x) = 0,
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where γ0, . . . , γs ∈ F. We take the original SDE given by the Wronskian of an

unknown polynomial g and (x− a)ei for all i ∈ {1, . . . , s}:

s∑

i=0

(−1)i Pi(x) g
(i)(x) = 0.

Because of the stepped sequence of degrees in the determinant defining Pi, there

exists an integer ∆i such that every permutation σ corresponds to a term cσ(x −
a)∆i . More precisely, we have

∆i =




s∑

j=1

ej


−

(
s

2

)
+ i

Thus, the determinant is either 0, or some constant times (x− a)∆i . Moreover, we

have ∆i+1 = ∆i + 1 and hence we can rewrite the SDE as

s∑

i=0

ci(x− a)∆0+ig(i)(x) = 0

with ci ∈ F. We factorize this equation by (x − a)∆0 to obtain the wanted

SDE(s, 0). Notice that the factorization again doesn’t change the space of solu-

tions, hence f and (x− a)ei are still solutions of this SDE. 2

Corollary A.5. Let f be a polynomial of degree d such that s = SparsestF(f) <√
d, and let a ∈ F be the corresponding sparsest shift. Let

∑k
i=1 Pi(x)f

(i)(x) = 0
be any SDE(k, 0) satisfied by f . If k ≤ s we must have Pk(a) = 0.

Proof. Assume that f satisfies an SDE(k, 0) :
∑k

i=1 Pi(x)f
(i)(x) = 0 with k ≤ s.

The sparsest shift decomposition of f is

f =
s∑

i=1

αi(x− a)ei .

Assume that e1 > e2 > · · · > es > es+1 := −1. We take t ∈ {1, . . . , s} the

maximum value such that et − et+1 − 1 ≥ s. Such a value t exists, otherwise

d ≤ e1 <
∑s

i=1(ei − ei+1) < s2, a contradiction. We rewrite f as

f = (x− a)etg(x) +

s∑

i=t+1

αi(x− a)ei .

Now we apply Proposition 5.5 with p = 0 to get that (x− a)etg satisfies the same

SDE because et − et+1 > s ≥ k. By the same argument as in Proposition 5.1, we

conclude that Pk(a) = 0. 2
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Algorithm A.6. Let f be a polynomial of degree d. There is a polynomial time

algorithm SparsestShift(f) that receives f =
∑d

i=0 fix
i ∈ F[x] as input

decides if SparsestF(f) ≤
√
d; moreover, whenever SparsestF(f) ≤

√
d, with the

optimal decomposition being

f =

s∑

i=1

αi(x− a)ei ,

the algorithm computes the shift a ∈ F, and the s-tuples of coefficients C(f) =
(α1, . . . , αs) and exponents E(f) = (e1, . . . , es). The algorithm works as follows:

Step 1. Find the minimum k such that there exists an SDE(k, 0) satisfied by f
and compute explicitly one of these SDE. Namely,

k∑

i=0

Pi(x)f
(i)(x) = 0

Step 2. Factorize the last coefficient of this SDE, i.e., write:

Pk = c ·
k∏

i=1

(x− ai).

Step 3. For each ai, decompose f in the shifted basis ((x− ai)
j)0≤j≤d.

Step 4. If the decomposition with smallest number of terms has ≤
√
d terms, we

output this decomposition; otherwise, SparsestF(f) >
√
d.
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