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STERNBERG LINEARIZATION THEOREM FOR SKEW PRODUCTS

YULIJ ILYASHENKO ∗1,2, OLGA ROMASKEVICH†1,3

1 National Research University Higher School of Economics, Moscow
2 Cornell University 3 École Normale Supérieure de Lyon

Abstract. We present a new kind of normalization theorem: linearization theorem for skew products.
The normal form is a skew product again, with the fiber maps linear. It appears, that even in the smooth
case, the conjugacy is only Hölder continuous with respect to the base. The normalization theorem
mentioned above may be applied to perturbations of skew products and to the study of new persistent
properties of attractors.

1. Setting and statements

1.1. Motivation. This paper is devoted to a normalization theorem for Hölder skew products. We
begin with the motivation for the choice of this class of maps.

According to a heuristic principle going back to [1], generic phenomena that occur in random dynami-
cal systems on a compact manifold may also occur for diffeomorphisms of manifolds of higher dimensions.
Random dynamical systems are equivalent to skew product homeomorhisms over Bernoulli shift. Some
new effects found for these homeomorphisms were transported later to skew product diffeomorphisms
over hyperbolic maps with compact fibers. These diffeomorphisms are in no way generic. Their small
perturbations are skew products again, whose fiber maps are smooth but only continuous with respect
to the base point [8].

Recently it was discovered that these fiber maps are in fact Hölder with respect to the base point
[4, 13, 21].

New effects found for skew product diffeomorphisms are then transported to Hölder skew products,
and thus proved to be generic. This program was carried on in [3, 9, 10, 11, 16, 17].

This motivates the study of Hölder skew products. We now pass to our main results.

1.2. Main statements. Consider a skew product diffeomorphism over an Anosov map in the base with
the fiber a segment. In more detail, let M = T

d × I, Td is a a d-dimensional torus, I = [0, 1]. Consider
a boundary preserving skew product

(1) F :M →M, (b, x) 7→ (Ab, fb(x)) ,

where fb(0) = 0, fb(1) = 1, the fiber map fb is an orientation preserving diffeomorphism I → I and the
base map A is a linear hyperbolic automorphism of a torus.

Suppose also that f is Hölder continuous in x with respect to the Ck-norm; i.e. that there exist
constants Ck, β > 0 such that for any b, b′ ∈ T

d the following holds:

(2) ||fb − fb′ ||Ck ≤ Ck||b− b′||β

This assumption appears in slightly different settings as a statement in a number of articles on partial
hyperbolicity: for exmple, in [21] the estimate (2) is true for k = 0, in [2] for k = 1 and in [4] for any
k. Now we will state the main results that we are proving in a hope to apply them to the study of the
skew products: for example, to drastically simplify the proofs in [10].
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2 STERNBERG LINEARIZATION THEOREM FOR SKEW PRODUCTS

Theorem 1. Consider a map F of the form (1) with the property (2) for some fixed k and Ck – smooth
on the x variable, k ≥ 2. Let O ∈ T

d×{0} be its hyperbolic fixed point. Then there exists a neighborhood
U of O and a fiber preserving homeomorphism

(3) H : (U,O) → U, (b, x) 7→ (b, x+ hb(x)) hb(0) =
∂hb

∂x
(0) = 0,

such that

1. H conjugates F in (U,O) with its ”fiberwize linearization”

(4) F0 : (b, x) 7→ (Ab, λbx),

where

(5) λb = f ′
b(0).

This means that

(6) F ◦H = H ◦ F0.

2. H is smooth on x for b fixed: the degree of smoothness is k − 2
3. H is fiberwise Hölder: there exist constants C̃l, α > 0 such that for any l, 0 ≤ l ≤ k − 2 holds

(7) ||hb − hb′ ||Cl ≤ C̃l||b− b′||α

such that

(8) α ∈ min(β, logµ q),

where µ is the largest magnitude of eigenvalues of A.

This theorem is local: the conjugacy relation F ◦H = H ◦ F0 holds in a neighborhood of O only. We
will reduce this theorem to the following two results.

Theorem 2. Consider the same F as in Theorem 1, with k = 2. Let in addition

λb ≤ q < 1 ∀b ∈ T
d

Then the map H with the properties 1, 2, 3 mentioned in Theorem 1 is defined in a set

Mε =
{

(b, x) ∈ T
d × [0, 1] | x ∈ [0, ε]

}

for some ε > 0 and is continuous on this set. Moreover, for l = 0, the relation (7) holds for any α as
in (8).

Theorem 3. Suppose that all assumptions of Theorem 2 hold, except for k is arbitrary now. Then the
map H with the same properties as in Theorem 2 exists. Moreover, H is Ck−2 fiberwise smooth, and
satisfies the Hölder condition (8) for l = k − 2.

Theorems 2 and 3 are the main results of the paper. They are similar: the first one claims that the
fiberwise conjugacy H is continuous in the C-norm with respect to the point of the fiber, and the second
one improves this result – by decreasing the neighborhood in the fiber, and replacing the C-norm by
the C l one. The main part of the paper to follow is the proof of Theorem 2. At the end we present a
part of the proof of Theorem 3. Namely, we prove that the maps hb are (k− 2)-smooth , but we do not

prove that the derivatives ∂jhb

∂xj , 1 ≤ j ≤ k − 2 are Hölder in b. This may be proven in the same way as
the Hölder property for hb, but requires more technical details that we skip here.

At the beginning of the next section we deduce Theorem 1 from Theorems 2, 3.
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1.3. Comparison with the theory of “nonstationary normal forms”. This theory is developed
in [6] and [5]. The closer to our results is Theorem 1.2 of [6] proved in full detail as Theorem 1 of [5].
For future references we will call it the GK-Theorem. This theorem considers a wide class of maps to
which the map (1) belongs, provided that it satisfies the so called narrow band spectrum condition. In
assumptions of our Theorem 1, this condition has the form:

(9) (max
b∈Td

λb)
2 < min

b∈Td
λb.

This is a restrictive condition, not required in Theorem 2. Moreover, GK-Theorem claims properties
1 and 2 of the map H , that is, H is a fiberwise smooth topological conjugacy, and does not claim Hölder
continuity of the fiberwise maps of H , see (8). To summarize, Theorems 2, 3 improve the GK-Theorem
for the particular class of maps (1), skipping the narrow band spectrum condition and adding Property
3, the Hölder continuity.

Statements 1 and 2 of Theorem 1 may be deduced from the GK-Theorem. Indeed, any continuous
function λ < 1 satisfies condition (9) in a suitable neighborhood of any point. On the other hand,
Theorem 1 in its full extent is easily deduced from Theorems 2, 3.

2. The plan of the proof

2.1. Globalization. Theorem 1 is proved with the help of standard globalization technics (see, for
instance, [14]). Without loss of generality, hyperbolicity of the skew-product F implies that λb < 1 in
the neighborhood U ∈ T

d of the fixed point O. If not, we pass to the inverse mapping F−1. Let K be a
compact subset of U . Let us take a smooth cut function ϕ : Td → [0, 1] such that

(10) ϕ|K ≡ 0, ϕ|Td\U ≡ 1

Instead of the initial function fb(x) on the fibers let us consider the function

(11) f̃b(x) = fb(x)(1− ϕ) +
x

2
ϕ

Then a map

(12) F̃ : Xε → X, (b, x) 7→ (Ab, f̃b(x))

has the following list of properties:

1. F̃ coincides with F in the neighborhood of the fixed point O
2. F̃ is attracting near the zero layer: if λ̃b := f̃ ′

b(0) then

(13) λ̃b < 1 ∀b ∈ T
d

So without loss of generality we may assume from the very beginning that λb ∈ (0, 1) everywhere on
the base T

d. Moreover, the conjugacy H is to be found in the whole Mε: in other words, the equality
F ◦H = H ◦ F0 will hold on the full neigbourhood Mε of the base.

All the rest of the article deals with the proof of the global result, i.e. Theorem 2 and Theorem 3.
Now let us prove Theorem 2: the main idea is to use fixed point theorem to prove the existence of the

conjugacy H : we should just properly define the functional space and a contraction operator in it. In
the following sections we will do all of it, postponing some calculcations as well as the proof of Theorem
3 to the Appendix (Section 6).



4 STERNBERG LINEARIZATION THEOREM FOR SKEW PRODUCTS

2.2. Homological and functional equations. Suppose that

(14) fb(x) = λbx+Rb(x), Rb(x) = O(x2), x→ 0.

Then finding the conjugacy H : Mε → Mε of the form (3) satisfying (6) is equivalent to finding the
solution h̄b(x) of a so-called functional equation

(15) h̄Ab (λbx)− λbh̄b(x) = Rb

(

x+ h̄b(x)
)

More briefly, this equation can be written in a compositional form as

(16) h̄ ◦ F0 − λh̄ = R ◦H

Here we denote by λ the operator of multiplication by λb, here b is an argument of the considered
function.

In the following we will be working not with the quadratic part of the conjugacy itself but with this
part divided by x2. That’s why we change the notations in such a way: we write bars for the functions in
the space of quadratic parts for possible conjugacy maps and we don’t write bars for the same functions

divided by x2, for instance, hb(x) :=
h̄b(x)
x2 . In a similar fashion, Qb(x) :=

Rb(x)
x2 .

The functional equation is a hard one to solve since the function h̄b(x) is present in both sides of the
equation. One may simplify functional equation and consider a gentler form of the equation on h̄b(x),
a homological equation:

(17) h̄ ◦ F0 − λh̄ = R

The solution of the homological equation doesn’t give the conjugacy but is a useful tool in the
investigation. Homological eqation can be rewritten equivalently in terms of h and Q as

(18) λ2h ◦ F0 − λh = Q

2.3. Operator approach. Let us consider a space M of real-valued functions defined on M which are
continuous on b ∈ T

d and smooth in x ∈ [0, 1]:

(19) M :=
{

h̄b(x) ∈M | h̄·(x) ∈ C(Td), h̄b(·) ∈ Ck[0, 1]
}

Let us define an operator Ψ̄ : M → M on it which acts on a function h(b, x) by associating to it the
left-hand side of the homological equation (17). With the use of this operator, equation (17) can be
rewritten in a form Ψ̄h̄ = R.

Denote L̄ an inverse operator to Ψ̄. The operator L̄ is solving homological equation: if the right-hand
side is R then L̄R = h̄ and L̄Ψ̄ = id. From now on, operator L̄ will be referred as homological operator.

Let us define a shift operator Φ̄ : M → M which acts as

(20) Φ̄h̄(b, x) = Rb

(

x+ h̄b(x)
)

Then the functional equation on the function h̄ can be rewritten in the form Ψ̄h̄ = Φ̄h̄ or, equivalently,
h̄ = L̄Φ̄h̄. So the search for conjugacy is equivalent to the search of a fixed point for the operator L̄Φ̄
in the space M.

Let us note for the future that the operator Ψ̄ (as well as its inverse L̄) is a linear operator on the
space of formal series although operator Φ̄ is not at all linear: for instance, it sends a zero function to
Rb(x).



STERNBERG LINEARIZATION THEOREM FOR SKEW PRODUCTS 5

2.4. Choice of a functional space for the Banach fixed point theorem. We will be using the
simplest of the forms of a contraction mapping principle by considering a contracting mapping defined
on a metric space N and preserving its closed subspace N .

Let us define N , d and N for our problem: a contraction mapping f will be a slight modification of
the composition of operators L̄Φ̄ considered in Section 2.3. Note that operator L̄ as well as operator
Φ̄ preserve the subspace of M of functions starting with quadratic terms in x which we will denote by
M2:

(21) M2 =
{

h̄b(x) ∈ M|h̄b(x) = x2hb(x), hb(x) ∈ M
}

That’s why for our comfort we will define the operators L and Φ acting on M as

Lh :=
L̄[x2h]

x2
Φh :=

Φ̄[x2h]

x2
(22)

These operators correspond to the solution of homological equation and to the shift operator but are
somewhat normalized.

The linearization theorems we prove will be applicable only in the vicinity of the base, i.e. in T
d×[0, ε].

The conditions on the small constant ε will be formulated later. Contraction mapping theorem will be
applied to the operator LΦ acting in the complete metric space Mε of functions from M restricted to
the small neighborhood of a torus T

d × [0, ε]. A norm on this space is simply a continuous one, for
h(b, x) ∈ Mε it is defined by

(23) ||h||C,ε = sup
(b,x)∈Td×[0,ε]

|hb(x)| .

To use contraction mapping principle we define a space

(24) N := {h ∈ Mε, ||h||C,ε ≤ A} , ρ(h1, h2) := ||h1 − h2||C,ε.

with a continuous norm on it.
The constant A will be chosen later. Now we pass to the definition of the set N .

2.5. Hölder property and a closed subspace N . To prove Theorem 2 we shall work with the three
norms: continuous one || · ||C,ε was already defined, now we will define the Lipschitz norm Lipx,ε as well
as the Hölder one || · ||[α],ε. The index ε indicates that these norms are considered for the subspaces of
functions in M2

ε; but it will be omitted in the case it is matter-of-course.

Definition 1. For a function h ∈ M define its Hölder norm ||h||[α] as

(25) ||h||[α] := sup
b1,b2∈Td,x∈[0,1]

|hb1(x)− hb2(x)|

||b1 − b2||α

Hölder norm of a function is sometimes called its Hölder constant.
The subspace of functions h ∈ M for which this norm is finite, will be called the space of Hölder

functions with exponent α and denoted by Hα. In much the same way, the space Hα
ε is a subset of

functions h in Mε such that ||h||[α],ε <∞ where

(26) ||h||[α],ε := sup
b1,b2∈Td,x∈[0,ε]

|hb1(x)− hb2(x)|

||b1 − b2||α

Definition 2. For a function h ∈ M define its fiberwise Lipschitz norm Lipxh as

(27) Lipxh := sup
b∈Td,x,y∈[0,1]

|hb(x)− hb(y)|

|x− y|
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Analogously, for h ∈ Mε

(28) Lipx,εh := sup
b∈Td,x,y∈[0,ε]

|hb(x)− hb(y)|

|x− y|

Once these definitions given, we can say what will be the closed subspace N of the functional space
N (see (24)) for the contraction mapping principle. We will show that there exist constants ε > 0 as
well as AC , ALip and Aα such that the space

(29) N =
{

h ∈ Mε, h ∈ Hα
ε | ||h||C,ε ≤ AC ,Lipx,εh ≤ ALip, ||h||[α],ε ≤ Aα

}

is closed in (N , ρ) and preserved under LΦ. Note that here we need A ≥ AC . In the proof, we will first
choose constants AC , ALip and Aα, A can be chosen later as A := AC .

2.6. Three main lemmas and the proof of Theorem 2. To prove Theorem 2, one needs simply
to show that all the conditions of contraction mapping principle hold for N , ρ and N defined corre-
spondingly in (24) and (29). Here we state three main lemmas that will give the result of Theorem
2.

Lemma 1 deals with homological equation and provides an explicit solution of (17) as a formal series.
It also states that this series converges exponentially and gives a continuous function on M . Moreover,
for α chosen accordingly to (8), the operator L in the space M preserves the subspace Hα of Hölder
functions with this particular exponent. This is a crucial point that gives us the main claim – Hölder
property of a conjugacy.

The two lemmas that are left enable us to apply contraction mapping principle. Lemma 2 deals with
composition LΦ: it states that one can choose a closed subspace N ⊂ N of the form (29) such that is
mapped into itself under the composition LΦ. Lemma 3 proves that LΦ is indeed a contraction on the
space Mε in continuous norm.

Let us state precisely these lemmas.

Lemma 1. [Solution of a homological equation] Consider a skew product (1). Let us define a sequence
of functions on T

d as

(30) Π0(b) := 1,Πn(b) := λbλAb . . . λAn−1b, n = 1, 2, . . .

Let α be given by (8), and set

(31) θ = θ(α) := µαq < 1

Suppose that conditions (2) and (31) hold, and let Q ∈ Hα.
Then the following holds:
1. There exist a solution hb(x) of the homological equation (18); it can be represented as a formal

series

(32) hb(x) = −
∞
∑

k=0

Πk(b)Q ◦ F k
0 (b, x)

λAkb

2. The series (32) converges uniformly on M and its sum is continuous in b and as smooth in x as
Q.

3. The solution h satisfies Hölder condition with the exponent equal to α : h ∈ Hα.
4. The operator L : Q 7→ h is bounded in C–norm on the space M.

Lemma 2. [A closed subspace maps inside itself ] For a skew product of the form (1) there exist constants
ε, AC , ALip, Aα > 0 such that the operator LΦ acting in the space M maps the closed space N defined
by (29) into itself.
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Lemma 3. [Contraction property] There exists a constant A > 0 such that for any sufficiently small
ε > 0 the operator LΦ acting in the space N (which depends on A and on ε, see (24)) is contracting in
the continuous norm.

Proof of Theorem 2.
Now the proof follows: first, we take ε defined by Lemma 2 and fix all constants AC , ALip, Aα provided

by the same lemma. Then we diminish ε for Lemma 3 to hold. Then the set N corresponding to such
an ε and a constant A = AC has a C-norm on it defining a complete metric space. Operator LΦ acts
in this space and, by Lemma 3, is a contracting map. Note that the set N defined in (29) is a closed
subspace of N since A = AC . This subspace N ⊂ Hα

ε with a fixed Hölder constant α is preserved by
LΦ. Then, by contraction mapping principle, LΦ has a fixed point h ∈ N (and hence in Hα

ε ) which
gives Hölder conjugacy of the initial skew product with its linearization. Strictly speaking, the Hölder
property is proven not for the conjugacy but for its quadratic part divided by x2 but the Hölder property
of the conjugacy follows just because x is bounded. ✷

3. Proof of Lemma 1: homological equation solution

From the form (18) of the homological equation we deduce that h(b, x) can be represented as

(33) h = −λ−1Q + λh ◦ F0

Let us take the right composition of this equation with the normalized map F0 given by (4). And then
let us apply the operator of multiplication by λ to this equation. The equality (33) implies

(34) λ (h ◦ F0) = −λ
(

λ−1 ◦ A
)

Q ◦ F0 + λ (λ ◦ A)h ◦ F 2
0

Note that the left side of (34) is equal to one of the terms in the right hand side of (33). We continue
such a process of taking right composition with F0 and multiplying by λ. Thus we obtain the infinite
sequence of equations that can be all summed up. Let us sum the first N +1 of them, then we will have

(35) hb = ΠN+1(b)hb ◦ F
N+1
0 −

N
∑

k=0

Πk(b)Q ◦ F k
0

λAkb

Let us now pass to the limit when N → ∞: since h ∈ N , ||h||C ≤ A and λ is bounded by some q < 1,
we have that the first term on the right-hand side of (35) is bounded by AqN+1 and hence tends to 0.
Thus we obtain formula (32) for h(b, x).

Since F is a diffeomorphism, then ∀b ∈ T
d we have: λb 6= 0. Then, since λb is a continuous function

on a compact manifold T
d, there exists a lower bound D > 0 such that

(36) λb ≥ D > 0 ∀b ∈ T
d.

Then, since obviously

(37) |Πk(b)| ≤ qk,

the series (32) is bounded by a converging number series

(38)

∞
∑

k=0

qk

D
||Q||C =

||Q||C
D(1− q)

So by the Weierstrass majorant theorem, its sum is a continuous function on M , and the normalized
homological operator L is bounded in continuous norm. Namely,

(39) ||L||C ≤
1

D(1− q)
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Solution hb(x) is as smooth in x as Q is: that can be verified by differentiation of the series (32) and
repetitive applying of Weierstrass majorant theorem. Convergence of the series for the derivative of the
solution of homological equation h will be even faster than the convergence of the series for the function
itself: indeed, the coefficients in the series (32) will be multiplied by the factors Πk(b) which are rapidly
decreasing.

So assertions 1, 2 and 4 of Lemma 1 are proven. What is left to prove is that Hölder property with
exponent α is preserved by operator L. We will need the following

Proposition 1. In the setting of Theorem 1, let the Hölder property (2) for fb and some k hold. Then,
for λb and Qb(x) given by fb(x) = λbx+ x2Qb(x) we have Hölder properties: for λb and for the same k
as in (2); for Qb(x) and for k − 2.

Proof. The property for λb is obvious since λb = ∂fb(x)
∂x

|x=0. The property for Qb(x) follows from an
analogue of Hadamard’s lemma: for ϕ ∈ C2

[0,1], ϕ(0) = ϕ′(0) = 0 and ψ = ϕ

x2 we have

(40) ||ψ||C ≤ ||ϕ||C2

This follows from the well-known formula ψ(x) =
∫ x

0
(x− t)ϕ′′((t))dt. The coordinate change t = xs, s ∈

[0, 1] implies ψ(x) = x2
∫ 1

0
(1 − s)f ′′(xs)ds. From this (40) follows. The needed corollary that Qb is

Hölder continuous assuming fb is Hölder as an element of C2, follows. �

To prove assumption 3 of Lemma 1 let us denote by CQ := ||Q||[α] and Cλ := ||λ||[α] the Hölder
constants for functions Q and λ respectively. We need to find such C > 0 that for all b1, b2 ∈ T

d:

(41) |hb1(x)− hb2(x)| ≤ C||b1 − b2||
α

Note that even though Hölder exponents for Q and λ can be close to 1, the Hölder exponent for the
solution h of normalized homological equation will be close to zero.

For each k ∈ Z+ denote

(42) Pk(b) :=
Πk(b)

λAkb

Then, obviously,

(43) |Pk(b)| ≤ qkD.

Let Qk(b, x) := Q ◦ F k
0 (b, x). Then the solution h can be written in the form

(44) hb(x) = −
∞
∑

k=0

Pk(b)Qk(b, x)

Take b1, b2 ∈ T
d and denote Qk,j := Q ◦ F k

0 (bj , x), j = 1, 2. Then

(45) |hb1(x)− hb2(x)| =
∞
∑

k=0

[(Pk(b1)− Pk(b2))Qk,1 + Pk(b2)(Qk,1 −Qk,2)]

So we have the estimate

(46) |hb1(x)− hb2(x)| ≤
∞
∑

k=0

θ1,k(b1, b2) + θ2,k(b1, b2)

where

(47) θ1,k(b1, b2) = |Pk(b1)− Pk(b2)| ||Q||C, θ2,k(b1, b2) = |Pk(b2)||Qk,1 −Qk,2|

Let us formulate some propositions that we will need, and postpone their proofs to the Appendix,
Section 6.
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Proposition 2. Function Πn(b) defined as a product of λb in the first n points of the orbit of a linear
diffeomorphism A, see (30), is Hölder continuous with the exponent α, see (8) , and

(48) ||Πn||[α] ≤
Cλθ

n

(µα − 1)q

where Cλ is the Hölder constant for λ, θ is defined in (31), and µ is the largest magnitude of eigenvalues
of A.

Proposition 3. Function Pn(b) defined by (42) is Hölder with the exponent α, and

(49) ||Pn||[α] ≤ D2CλBθ
n,

where B depends only on the initial map, the precise formula for B is given below, see (71).

Now, using Proposition 3 we can prove that

(50) θ1,k(b1, b2) ≤ ||Q||CD
2CλBθ

k||b1 − b2||
α

The estimate of θ2,k is somewhat lengthier.

Proposition 4. Function θ2,k(b1, b2) defined in (47) is Hölder with the exponent α, and

(51) ||θ2,k||[α] ≤ θkD

(

CQ + qk−1LipxQ
Cλ

µα − 1

)

The proof of this proposition is using only the triangle inequality and we postpone it till the appendix.
Inserting estimates on θ1,k and θ2,k from (50) and (51) into the inequality (46), we can finally use

our special choice of α. It is in this place where we crucially use the fact that θ < 1 to establish the
convergence of estimating series in the right-hand side of (46). By simple computation of the sum of a
geometric progression, we obtain that h is Hölder, and (41) holds for some Ch. The expicit form of Ch

is not important for the proof of this lemma, but it will be used in the proof of Lemma 2. That’s why
we write it out explicitely:

(52) Ch = ||Q||CLC + CQL[α] + LipxQLLip.

where

(53) LC =
D2CλB

1− θ
, L[α] =

D

1− θ
, LLip =

Cλ

(µα − 1) q

1

1− θq
.

This completes the proof of Lemma 1. ✷

4. Proof of Lemma 2: the shift operator

Take some h ∈ N and let us estimate continuous, Lipschitz and Hölder norms of its image under the
composition of operators L and Φ.

The plan of the proof is the following: we will first show that there exist constants εC > 0 and
A = AC > 0 such that the space N defined by (24) is mapped by LΦ to itself. So the operator LΦ
doesn’t increase too much the continuous norm if we consider it on an appropriate space.

In the following step, we will diminish even more the ε-neighborhood of the base in which the functions
are defined, and search for εLip < εC and we will also search for a good bound ALip in (24). We will
find such εLip and ALip that LΦ won’t increase the Lipschitz norm of the function h with conditions
||h||C ≤ AC , ||h||Lip ≤ ALip in the vicinity of the base.

And, in the final step, we will find εα < εLip and Aα such that the space N defined by (29) is preserved
by LΦ.

From the definition (20) of the shift operator Φ̄ we have

(54) Φ̄h̄(b, x) = Rb

(

x+ h̄b(x)
)

= (x+ h̄b(x))
2Q(b, x+ x2hb(x)) = x2(1 + xhb(x))

2Q(b, x+ x2hb(x))
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hence

(55) Φh = (1 + xh)2Q(b, x+ x2h)

Using the definition (29) of the subspace N as well as the estimate (38) and the expression (55), for any
h ∈ N we have

(56) ||LΦh||C,ε ≤
1

D(1− q)
||Φh||C,ε ≤

||Q||C
D(1− q)

(1 + εAC)
2

Hence let us first fix any

(57) AC >
||Q||C

D(1− q)

and then choose ε = εC such that

(58)
||Q||C

D(1− q)
(1 + εAC)

2 < AC

Note that in the definition of the space N the constant A bounding the norm should be greater than
AC defined by (57).

For the Lipschitz norm bound, we will need the proposition concerning only the homological operator:
it preserves the space of smooth on fiber functions. Since we will deal with derivatives of functions along
the fiber let us agree on notations: let us denote the l-th derivative of a function h(b, x) with respect to
fiber coordinate x as h(l), l ∈ N.

Proposition 5. The operator L is bounded in the Lipschitz norm: there exists a constant LipxL such
that for any h ∈ M the following holds:

Lipx (Lh) ≤ LipxL · Lipxh.

Moreover, if for any b ∈ T
d, the function h(b, ·) ∈ C l, then Lh has the same smoothness as well and

(59)
∣

∣

∣

∣(Lh)(l)
∣

∣

∣

∣

C
≤ Ck(L)

∣

∣

∣

∣h(l)
∣

∣

∣

∣

C

The proof of this proposition is an easy consequence of the explicit form (32) for the solution of the
normalized homological equation, and we give it in the Appendix, Section 6.

Now let us pass to the Lipschitz norm Lipx,ε[LΦh] ≤ LipxL×Lipx,εΦh. By using the simple arguments
one can prove the following

Proposition 6. There exist polynomials T3(ε) and T 0
4 (ε) of degrees respectively 3 and 4 such that

T 0
4 (0) = 0 and for any h ∈ N holds

(60) Lipx,ε[Φh] ≤ T3(ε) + T 0
4 (ε)ALip

We postpone the proof to the Appendix.
From here we see that there exists a constant ALip such that for ε small enough, say ε < εLip, Lipschitz

constant of the image of any function h ∈ N is bounded by ALip:

Lipx,ε[LΦh] ≤ ALip.

We can assume that εLip < εC .
What is left is to estimate ||LΦh||[α],ε: for this, we will need the bounds on how operators L and Φ

behave on the space of α-Hölder functions separately.
For the shift operator in Appendix, Section 6 we will prove
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Proposition 7. If h ∈ Hα
ε then Φh ∈ Hα

ε as well. And, moreover, for h ∈ N , there exist polynomials
T̃2(ε) and T̃

0
4 (ε), T̃

0
4 (ε)(0) = 0 of degrees 2 and 4 correspondingly such that

(61) || Φh||[α],ε ≤ T̃ 0
4 (ε)Aα + T̃2(ε)

While proving Lemma 1, we have deduced the bound (52) on Hölder norm of normalized homological
operator with LC , L[α], LLip being some fixed constants defined by (53):

(62) ||Lh||[α],ε ≤ LC ||h||C,ε + L[α]||h||[α],ε + LLipLipx,εh

Let us now combine (61) and (62) for h := Φh to get the bound for ||LΦh||[α],ε. Here we will be using
Propositions 6 and 7 as well as inequality (56) to get the bounds on different norms of Φh in the space
Mε.

(63) ||LΦh||[α],ε ≤ LC ||Φh||C,ε + L[α] ||Φh||[α],ε + LLipLipx,εΦh ≤

≤ LC ||Q||C(1 + εAC)
2 + L[α]

(

T̃ 0
2 (ε)Aα + T̃2(ε)

)

+ LLip

(

T2(ε) + T 0
4 (ε)ALip

)

So we see that there exist polynomials Q0
2(ε), Q4(ε) such that degQ0

2 = 2, Q0
2(0) = 0, degQ4(ε) = 4

and

(64) ||LΦh||[α],ε ≤ AαQ
0
2(ε) +Q4(ε)

So for ε small enough, ε < ε[α], and for some Aα > 0 the right-hand side of inequality (64) can be
made less than Aα. We can take ε[α] < εLip. By taking ε = ε[α] we obtain the desired preservation of N
by operator LΦ. This space is obviously closed in N .

✷

5. Proof of Lemma 3: contraction property

Since operator L is linear and uniformly bounded by (38) in the continuous norm, the only thing
to prove is that normalized shift operator Φ is strongly contracting in this norm, i.e. for any ε small
enough there exists some constant ν = ν(ε) ∈ (0, 1) such that for any h, g ∈ N

(65) ||Φh− Φg||C,ε ≤ ν||h− g||C,ε

Proof.
Suppose h, g ∈ M and define h̄, ḡ ∈ M2 by h̄b(x) = x2h(b, x), ḡb(x) = x2gb(x). Also denote Qh =

Q
(

b, x+ h̄b(x)
)

.

(66) ||Φh− Φg||C,ε =
∣

∣

∣

∣(1 + xhb(x))
2Qh − (1 + xgb(x))

2Qg)
∣

∣

∣

∣ ≤

≤ ||Qh −Qg||C,ε
+ ||2xhb(x)Qh − 2xgb(x)Qg||C,ε

+
∣

∣

∣

∣x2h2b(x)Qh − x2g2b (x)Qg

∣

∣

∣

∣

C,ε
≤

≤ LipxQ||h̄− ḡ||C,ε + 2ε||h− g||C,ε||Q||C + 2εA||Qh −Qg||C,ε + ε2
∣

∣

∣

∣(h2 − g2)Qh + g2(Qh −Qg)
∣

∣

∣

∣

C,ε
≤

||h− g||C,ε

(

ε2LipxQ+ 2ε||Q||C + 2ε2LipxQA
)

+ ε2
(

2A||h− g||C,ε||Q||C + A2LipxQε
2||h− g||C,ε

)

=

= ||h− g||C,ε o(ε).

Hence operator Φ is strongly contracting. And since from (39) for any function h ∈ N the norm
||Lh||C,ε ≤

D
1−q

||h||C,ε, applying this to Φh with the fact of the strong contraction property for Φ we get

the strong contraction property for LΦ. ✷
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6. Appendix: Proof of Theorem 3 and other calculations

In the appendix we will prove the technical propositions stated above.

6.1. Hölder properties of some auxiliary functions. First let us prove
Proposition 2. Function Πn(b) defined as a product of λb in the first n points of the orbit of a linear

diffeomorphism A, see (30), is Hölder with the exponent α and

(67) ||Πn||[α] ≤
Cλθ

n

(µα − 1)q

where Cλ is Hölder constant for λ, θ is defined in (31). Here and below α is given by (8) and µ is the
largest magnitude of eigenvalues of A.

Proof of Proposition 2:

(68)

|Πn(b1)−Πn(b2)| =

∣

∣

∣

∣

∣

n−1
∏

k=0

λAkb1 −
n−1
∏

k=0

λAkb2

∣

∣

∣

∣

∣

= |λb1 − λb2|×

∣

∣

∣

∣

∣

n−1
∏

k=1

λAkb1

∣

∣

∣

∣

∣

+|λb2 | |Πn−1(Ab1)− Πn−1(Ab2)| ≤ . . .

≤ qn−1Cλ

n−1
∑

k=0

∣

∣

∣

∣Akb1 − Akb2
∣

∣

∣

∣

α
≤ qn−1Cλ

µnα − 1

µα − 1
||b1 − b2||

α ≤
Cλθ

n

(µα − 1)q
||b1 − b2||

α

✷

Proposition 3. Function Pn(b) defined by Pn(b) :=
Πn(b)
λAnb

is Hölder with exponent α and

(69) ||Pn||[α] ≤ D2CλBθ
n

where B depends only on the initial map, the precise formula for B is given below, see (71).

Proof.

(70) |Pn(b1)− Pn(b2)| =

∣

∣

∣

∣

Πn(b1)λAnb2 − Πn(b2)λAnb1

λAnb1λAnb2

∣

∣

∣

∣

≤ D2

∣

∣

∣

∣

∣

λAnb2

n−1
∏

k=0

λAkb1 − λAnb1

n−1
∏

k=0

λAkb2

∣

∣

∣

∣

∣

=

= D2 |(λAnb2 − λAnb1)Πn(b1) + Πn+1(b1) − (λAnb1 − λAnb2) Πn(b2)−Πn+1(b2))| ≤

≤ |Πn+1(b1)−Πn+1(b2)|+ |λAnb1 − λAnb2 ||Πn(b1)−Πn(b2)| ≤

≤ D2

[

Cλθ
n+1

(µα − 1)q
+ 2qnCλµ

nα

]

||b1 − b2||
α ≤ D2CλBθ

n||b1 − b2||
α

where B doesn’t depend on anything but initial skew product:

(71) B(θ, µ, α, q) =
θ

(µα − 1)q
+ 2

�

Proposition 4. Function θ2,k(b1, b2) defined as θ2,k(b1, b2) = |Pk(b2)||Qk,1−Qk,2| is Hölder with α as
exponent and

(72) ||θ2,k||[α] ≤ θkD

(

CQ + qk−1LipxQ
Cλ

µα − 1

)

Here Qk,1 = Q ◦ F k
0 (b1, x) and Qk,2 = Q ◦ F k

0 (b2, x), and the definition of Pk(b) was reminded in
Proposition 2 above.
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Proof. We use the results of Proposition 2 in the following chain of inequalities.

(73) θ2,k ≤ qkD |QAkb1(Πk(b1)x)−QAkb2(Πk(b2)x)| ≤ qkD |QAkb1(Πk(b1)x)−QAkb2(Πk(b1)x)|+

+ qkD |QAkb2(Πk(b2)x)−QAkb2(Πk(b1)x)| ≤ qkDCQµ
kα||b1 − b2||

α + qkDLipxQ||Πk||Hα||b1 − b2||
α ≤

θkD

(

CQ + qk−1LipxQ
Cλ

µα − 1

)

||b1 − b2||
α

�

Proposition 5. Operator L is bounded in the Lipschitz norm: there exists a constant LipxL such
that for any h ∈ M holds

Lipx (Lh) ≤ LipxL× Lipxh.

Moreover, if h(b, ·) ∈ C l for any b ∈ T
d, then Lh has the same smoothness as well and

(74)
∣

∣

∣

∣(Lh)(l)
∣

∣

∣

∣

C
≤ Ck(L)

∣

∣

∣

∣h(l)
∣

∣

∣

∣

C
.

Proof. Using the explicit formula for the solution (32), as well as bounds (37) and (43), we have:

(75) sup
x,y∈[0,1]

∣

∣

∣

∣

Lh(b, x)− Lh(b, y)

x− y

∣

∣

∣

∣

= sup
x,y∈[0,1]

∣

∣

∣

∣

∣

∞
∑

k=0

Pk(b)
h ◦ F k

0 (b, x)− h ◦ F k
0 (b, y)

x− y

∣

∣

∣

∣

∣

≤

≤ sup
x,y∈[0,1]

∞
∑

k=0

Pk(b)
Lipxh|Πk(b)x−Πk(b)y|

|x− y|
= Lipxh

D

1− q2
.

The bounds for the derivatives are obtained analgously by differentiating term by term the series (32):

(Lh)(l) = −
∞
∑

k=0

Pk(b)Π
l
k(b)h

(l) ◦ F k
0 .(76)

Therefore,

(77)
∣

∣

∣

∣(Lh)(l)
∣

∣

∣

∣

C
≤

D

1− ql+1

∣

∣

∣

∣h(l)
∣

∣

∣

∣

C
.

�

Proposition 6. There exist polynomials T3(ε) and T 0
4 (ε) of degrees respectively 3 and 4 such that

T 0
4 (0) = 0 and for any h ∈ N holds

(78) Lipx,ε[Φh] ≤ T3(ε) + T 0
4 (ε)ALip

Proof of Proposition 6: The proof of this proposition deals with an expression for Lipx,εΦh which is
given by

(79) sup
x,y∈[0,ε]

∣

∣(1 + xhb(x))
2Q(b, x+ h̄b(x))− (1 + yhb(y))

2Q(b, y + h̄b(y))
∣

∣

|x− y|

Since in this proposition the base coordinate b is fixed and x is changing we will permit to ourselves not
to write the b index and just suppose that Q(x) = Q(b, x + h̄b(x)) as well as h(x) = hb(x). The bound
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is a triangle inequality formula:

(80) Lipx,εΦh ≤ sup
x,y∈[0,ε]

∣

∣

∣

∣

Q(x)−Q(y)

x− y

∣

∣

∣

∣

+ 2 sup
x,y∈[0,ε]

∣

∣

∣

∣

xh(x)Q(x) − yh(y)Q(y)

x− y

∣

∣

∣

∣

+

+ sup
x,y∈[0,ε]

∣

∣

∣

∣

x2h(x)Q(x) − y2h(y)Q(y)

x− y

∣

∣

∣

∣

≤ LipxQ(1 + Lipx,εh̄)+

+ 2 sup
x,y∈[0,ε]

∣

∣

∣

∣

xh(x) (Q(x)−Q(y))

x− y

∣

∣

∣

∣

+ 2 sup
x,y∈[0,ε]

∣

∣

∣

∣

xQ(y)(h(x)− h(y))

x− y

∣

∣

∣

∣

+ 2 sup
y∈[0,ε]

|Q(y)h(y)|+

+ sup
x,y∈[0,ε]

∣

∣

∣

∣

x2h(x) (Q(x)−Q(y))

x− y

∣

∣

∣

∣

+ sup
x,y∈[0,ε]

∣

∣

∣

∣

Q(y) [x2 (h(x)− h(y)) + (x2 − y2)h(y)]

x− y

∣

∣

∣

∣

≤

≤ LipxQ(1 + Lipx,εh̄) + 2εACLipxQLipx,εh̄+ 2ε||Q||CALip+

+ 2||Q||CAC + ε2ACLipxQLipx,εh̄ + ||Q||C(ε
2ALip + 2εAC)

Let us note that

(81) Lipx,εh̄ = sup
x,y∈[0,ε]

∣

∣

∣

∣

x2h(x)− y2h(y)

x− y

∣

∣

∣

∣

≤ sup
x,y∈[0,ε]

∣

∣

∣

∣

x2(h(x)− h(y))

x− y

∣

∣

∣

∣

+ sup
x,y∈[0,ε]

∣

∣

∣

∣

h(y)(x2 − y2)

x− y

∣

∣

∣

∣

≤

≤ ALipε
2 + AC2ε

After substitution of Lipx,εh̄ in (80) by (81) we have the result with

T3(ε) = 2A2
CLipxQε

3 + 4A2
CLipxQε

2 + 2AC(LipxQ+ ||Q||C)ε+ LipxQ + 2||Q||CAC

T 0
4 (ε) = LipxQACε

4 + 2ACLipxQε
3 + LipxQε

2 + 2||Q||Cε

✷

Now let us prove the analogous proposition for the Hölder norm of the operator Φ:
Proposition 7. If h ∈ Hα

ε then Φh ∈ Hα
ε as well. And, moreover, for h ∈ N , there exist

polynomials T̃2(ε) and T̃ 0
4 (ε), T̃

0
4 (ε)(0) = 0 of degrees 2 and 4 correspondingly such that

(82) || Φh||[α],ε ≤ T̃ 0
4 (ε)Aα + T̃2(ε)

Proof. To estimate Hölder norm of the shift operator, we need some more triangle inequalities.

(83) |Φh(b1, x)− Φh(b2, x)| = |(1 + xhb1)
2Qb1 − (1 + xhb2)

2Qb2 | ≤

≤ |Qb1 −Qb2 |+ 2x |hb1Qb1 − hb2Qb2 |+ x2
∣

∣h2b1Qb1 − h2b2Qb2

∣

∣ ≤

≤
∣

∣Q(b1, x+ h̄b1)−Q(b1, x+ h̄b2)
∣

∣+
∣

∣Q(b1, x+ h̄b2)−Q(b2, x+ h̄b2)
∣

∣+

+ 2ε
∣

∣hb1
(

Q(b1, x+ h̄b1)−Q(b1, x+ h̄b2)
)
∣

∣ + 2ε
∣

∣hb1
(

Q(b1, x+ h̄b2) −

−Q(b2, x+ h̄b2)
)
∣

∣+ 2ε |Qb2(hb1 − hb2)|+ ε2h2b1

∣

∣Q(b1, x+ h̄b1)−Q(b1, x+ h̄b2)
∣

∣+

+ ε2h2b1

∣

∣Q(b1, x+ h̄b2)−Q(b2, x+ h̄b2)
∣

∣ + ε2|Qb2 |
∣

∣h2b1 − h2b2

∣

∣ ≤

≤ ||b1 − b2||
α
(

T̃ 0
4 (ε)Aα + T̃2(ε)

)

where

(84) T̃4
0
(ε) = LipxQε

2 + 2ε3ALipxQ+ 2ε||Q||C + ε4A2LipQ + 2||Q||CAε
2

and

(85) T̃2(ε) = CQ + 2εACQ + ε2A2CQ

�
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All the propositions stated above are proven. This completes the proof of our main result – Theorem
2.

Now we are ready to prove that the conjugacy is smooth in fiber variable, and Hölder with its
derivatives in base variables.

Proof of Theorem 3:
The proof of a smooth version of Theorem 2 is analogous to the proof of the latter theorem. Here we

will give a sketch of the proof: we will only show that the conjugacy H is (k− 2)– smooth with respect
to the fiber variable. The proof of the fact that its fiber derivatives are now Hölder on b is analogous to
the proof of the Hölder property fot the function H itself and we don’t give it here.

The idea is to change the space N in an appropriate way. For some constants A0, . . . , Al > 0 and
κ0, . . . ,κl > 0 let us define the space

(86) Nl :=
{

h(·, b) ∈ C l([0, ε]) : ||h||C ≤ A0, . . . ,
∣

∣

∣

∣h(l)
∣

∣

∣

∣

C
≤ Al

}

with the norm

(87) ||h||∗ = κ0||h||C + . . .+ κl||h
(l)||C.

We have now to prove the analogues of Lemmas 1, 3 and 2 above, and then follow the argument in
Theorem 2. The homological and shift operators will stay the same although the functional spaces in
which they act will be smaller, and the metric will be not continuous but a smooth one.

Lemma 1 (smooth case) Operator L is bounded in the norm (87).

Proof.

(88) ||Lh||∗ =

l
∑

j=0

κj ||(Lh)
(j)||C ≤

l
∑

j=0

Dκj

1− qj+1
||h(j)||C ≤

D

1− q

∞
∑

j=0

κj||h
(j)||C =

D

1− q
||h||∗

�

For the space Nl to map to itself by LΦ, we should choose constants A0, A1, . . . , Al appropriately. For
LΦ to be contracting in the space, we should appropriately choose κ0, . . . ,κl. Let us show that these
two choices can be made without complications and the analogues of Lemmas 3 and 2 hold.

In what concerns the operator Φ, we will use its presentation (55) and calculate the derivatives for
k = 0, . . . , l : by the Leibnitz rule:

(89) (Φh)(k) =
k
∑

j=0

C
j
k((1 + xh(b, x))2)(j)Q(k−j)(b, x+ h̄)

The explicit form of the right-hand side is not as important as a fact that it can be written as a sum
of polynomials in derivatives of h, h̄ and Q. Indeed, there exist polynomials τ0, . . . , τl and σ0, . . . , σl such
that

(Φh)(k) =
k
∑

j=0

C
j
kτj(x, h, . . . , h

(j))σj
(

x, h̄, . . . , h̄(k−j), Q
(

b, x+ h̄), . . . , Q(k−j)(b, x+ h̄
))

(90)

We will estimate the continuous norm of the right-hand side of (90) in T
d × [0, ε]. So we will have

that for some polynomials Tj and Sj there is a bound

||LΦh(k)||C,ε ≤
k
∑

j=0

C
j
kTj(ε, A0, . . . , Aj)Sj (ε, A0, . . . , Ak−j, ||Q||C, . . . , ||Q(k−j)||C

)

(91)
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Note that the coefficient in front of Ak in this expression is a polynomial that has no free term. Indeed,
Ak comes only from Tk or S0: in both of the cases Ak is multiplied by at least one ε. Hence we need to
find A0, . . . Al such that l + 1 equations hold for some polynomials Pk, P

0
k , P

0
k (0) = 0:

(92) P 0
k (ε)Ak + Pk(ε)C(A0, . . . , Ak−1) ≤ Ak, k = 0, . . . , l

First we take ε such that all polynomials P 0
k (ε) < 1. Then we satisfy the equations (92) one by one,

starting from k = 0 by choosing Ak one by one, starting with A0 and by increasing the index.
Now we have to prove that operator LΦ is contracting in the space N if κ0, . . .κl are properly chosen.
One can show that

(93) ||LΦh− LΦg||∗ ≤

D

1− q

l
∑

j=0

κj||

j
∑

k=0

Ck
j

(

τk(x, h, . . . h
(k))σk

(

x, h̄, . . . , h̄(j−k), Q(b, x+ h), . . . ,

Q(j−k)(b, x+ h)
)

− τk
(

x, g, . . . g(k))σk(x, ḡ, . . . , ḡ
(j−k), Q(b, x+ g), . . . ,

Q(j−k)(b, x+ g)
))

||C,ε ≤
l
∑

j=0

||h(k) − g(k)||C,ε

(

κkU
0
k (ε) +

l
∑

j=k+1

Uj(ε)κj

)

for some polynomials Uj , U
0
j . For the right-hand side to be less than ξ||h − g||∗ for some ξ < 1 the

following system should be satisfied:

U0
0 (ε) +

κ1

κ0
U0(ε) + . . .

κl

κ0
U0(ε) ≤ ξ

U0
1 (ε) +

κ2

κ1
U0(ε) + . . .

κl

κ1
U0(ε) ≤ ξ

. . .

U0
l−1(ε) +

κl

κl−1
Ul−1(ε) ≤ ξ

U0
l (ε) ≤ ξ

One can choose ε in such a way that U0
k (ε) < ξ. Then, the last inequality in the list is true, by taking

any κl and κl−1 big enough, we satisfy the before-last inequality and we proceed in staisfying these
inequalities from the last one till the first one.

So, we obtain a contracting operator. We haven provent that in the space Nl of functions defined in
a neighborhood of the base with a metric chosen appropriately, there is a contracting operator LΦ. Its
fixed point is the needed conjugacy which will be sufficiently smooth on the fiber variable x.
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