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Abstract

This paper develops a method to carry out the large-N asymptotic analysis of a class of N-
dimensional integrals arising in the context of the so-called quantum separation of variables
method. We push further ideas developed in the context of random matrices of size N, but in the
present problem, two scales 1/Nα and 1/N naturally occur. In our case, the equilibrium measure
is Nα-dependent and characterised by means of the solution to a 2×2 Riemann–Hilbert problem,
whose large-N behaviour is analysed in detail. Combining these results with techniques of
concentration of measures and an asymptotic analysis of the Schwinger-Dyson equations at
the distributional level, we obtain the large-N behaviour of the free energy explicitly up to
o(1). The use of distributional Schwinger-Dyson is a novelty that allows us treating sufficiently
differentiable interactions and the mixing of scales 1/Nα and 1/N, thus waiving the analyticity
assumptions often used in random matrix theory.
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An opening discussion
The present work develops techniques enabling one to carry out the large-N asymptotic analysis of a class of multiple
integrals that arise as representations for the correlation functions in quantum integrable models solvable by the quantum
separation of variables. We shall refer to the general class of such integrals as the sinh model:

zN[W] =
∫
RN

N∏
a<b

{
sinh[πω1(ya − yb)] sinh[πω2(ya − yb)]

}β
·

N∏
a=1

e−W(ya) · dN y .

When β = 1 and for specific choices of the constants ω1, ω2 > 0 and of the confining potential W, zN represents norms
or arises as a fundamental building block of certain classes of correlation functions in quantum integrable models that are
solvable by the quantum separation of variable method. This method takes its roots in the works of Gutzwiller [85, 86] on
the quantum Toda chain and has been developed in the mid ’80s by Sklyanin [137, 138] as a way of circumventing certain
limitations inherent to the algebraic Bethe Ansatz. Expressions for the norms or correlation functions for various models
solvable by the quantum separation of variables method have been established, e.g. in the works [9, 59, 60, 82, 106, 105, 139,
146]. The expressions obtained there are either directly of the form given above or are amenable to this form (with, possibly,
a change of the integration contour from RN to C N , with C a curve in C) upon elementary manipulations. Furthermore, a
degeneration of zN[W] arises as a multiple integral representation for the partition function of the six-vertex model subject
to domain wall boundary conditions [93]. In the context of quantum integrable systems, the number N of integrals defining
zN is related to the number of sites in a model (as, e.g. in the case of the compact or non-compact XXZ chains or the lattice
regularisations of the Sinh or Sine-Gordon models) or to the number of particles (as, e.g. in the case of the quantum Toda
chain). From the point of view of applications, one is mainly interested in the thermodynamic limit of the model, which is
attained by sending N to +∞. For instance, in the case of an integrable lattice discretisation of some quantum field theory,
one obtains in this way an exact and non-perturbative description of a quantum field theory in 1 + 1 dimensions and in
finite volume. This limit, at the level of zN[W], translates itself in the need to extract the large N-asymptotic expansion of
ln zN[W] up to o(1). It is, in fact, the constant term in the expansion of ln

(
zN[W′]/zN[W]

)
with W′ some deformation of

W that gives rise to the correlation functions of the underlying quantum field theory in finite volume. These applications to
physics constitute the first motivation for our analysis. From the purely mathematical side, the motivation of our works stems
from the desire to understand better the structure of the large-N asymptotic expansion of multiple integrals whose analysis
demands to surpass the scheme developed to deal with β-ensembles.

As we shall argue in § 2.1, it is possible to understand the large-N asymptotic analysis of the multiple integral zN[W]
from the one of the re-scaled multiple integral

ZN[VN] =
∫
RN

N∏
a<b

{
sinh[πω1TN(λa − λb)] sinh[πω2TN(λa − λb)]

}β
·

N∏
a=1

e−NTN VN (λa) · dNλ .

There TN is a sequence going to infinity with N whose form is fixed by the behaviour of W(x) at large x, and: VN(ξ) =
T−1

N ·W(TNξ).
The main task of the book is to develop an effective method of asymptotic analysis of the rescaled multiple integral

ZN[V] in the case when TN = Nα, 0 < α < 1/6 and V is a given N-independent strictly convex smooth function
satisfying to a few additional technical hypothesis.

The treatment of the class of N-dependent potentials VN which would enable one to deduce the large-N asymptotic
expansion of zN[W] will be the matter of a future work.

Prior to discussing in more details the results obtained in this work, we would like to provide an overview of the devel-
opments that took place, over the years, in the field of large-N asymptotic analysis of N-fold multiple integrals, as well as
some motivations underlying the study of these integrals in a more general context than the focus of this book. This discus-
sion serves as an introduction to various ideas that appeared fruitful in such an asymptotic analysis, that we place in a more
general context than the focus of this article. More importantly, it will put these techniques in contrast with what happens in
the case of the sinh model under study. In particular, we will point out the technical aspects which complicate the large-N
asymptotic analysis of zN[W] and thus highlight the features and techniques that are new in our analysis. Finally, such an
organisation will permit us to emphasise the main differences occurring in the structure of the large N-asymptotic expansion
of integrals related to the sinh-model as compared to the β-ensemble like multiple integrals.
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The book is organised as follows. Chapter 1 is the introduction where we give an overview of the various methods
used and results obtained with respect to extracting the large number of integration asymptotics of integrals occurring in
random matrix theory. Since we heavily rely on tools from potential theory, large deviations, Schwinger-Dyson equations,
and Riemann-Hilbert techniques, which are often known separately in several communities but scarcely combined together,
we thought useful to give a detailed introduction for readers with various backgrounds. We shall as well provide a non-
exhaustive review of various kinds of N-fold multiple integrals that have occurred throughout the literature. Finally, we shall
briefly outline the context in which multiple integrals such as zN[W] arise within the framework of the quantum separation
of variables method approach to the analysis of quantum integrable models. In Chapter 2, we state and describe the results
obtained in this book. In Chapter 3 appears the first part of the proof : we carry out the asymptotic analysis of the system
of Schwinger-Dyson equations subordinated to the sinh-model. It relies on results concerning the inversion of the master
operator related with our problem. It is a singular integral operator whose inversion enables one to construct an N-dependent
equilibrium measure. The second part of the proof is precisely the construction of this inverse operator: it is carried out
in Chapter 4 by solving, for N large enough, an auxiliary 2 × 2 Riemann-Hilbert problem. The inverse operator itself and
its main properties are described in Chapter 4.3. The third part of the proof consists in obtaining fine information on the
large N-behaviour of the inverse operator: Chapter 5 is devoted to deriving uniform large-N local behaviour for the inverse
operator. Chapter 6 deals with the asymptotic analysis of one and two fold integrals of interest to the problem. In Section
6.1 we build on the results established so far to carry out the large-N asymptotic analysis of single integrals involving the
inverse operator. Finally, in Section 6.3 we establish the large-N asymptotic expansion of certain two-fold integrals, a result
that is needed so as to obtain the final answer for the expansion of the partition function. The book contains four appendices.
In Appendix A we remind some useful results of functional analysis. In Appendix B we establish the asymptotics for the
leading order of ln zN[W] by adapting known large deviation techniques. In Appendix C we derive some properties of the
N-dependent equilibrium measures of interest to the analysis. Then, in Appendix D, we derive an exact expression for the
partition function ZN[VG] when β = 1 and VG is a quadratic potential. We also obtain there the large-N asymptotics of
ZN[VG] up to o(1). This result is instrumental in deriving the asymptotic expansion of ZN[V] for more general potential,
since the Gaussian partition function always appears as a factor of the latter. Finally, Appendix E recapitulates all the symbols
that appear throughout the book. Some basic notations are also collected in § 1.6.
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Chapter 1

Introduction

1.1 Beta ensembles with varying weights
One of the simplest and yet non-trivial example of an N-fold multiple integral that we are interested in is provided by the
partition function of a β-ensemble with varying weights:

Z(β)
N [V] =

∫
RN

N∏
a<b

|λa − λb|β ·
N∏

a=1

e−NV(λa) · dNλ =

∫
RN

exp
{∑

a<b

β ln |λa − λb| − N
N∑

a=1

V(λa)
}
· dNλ . (1.1.1)

β > 0 is a positive parameter and V is a potential growing sufficiently fast at infinity for the integral (1.1.1) to be convergent.
Z(β)

N can be interpreted as the partition function of the statistical-mechanical system of N particles at temperature β−1, that
interact through a two-body repulsive logarithmic interaction and are placed on the real line in an overall confining potential
V . This logarithmic interaction is the Green function for the Laplacian in R2 equipped with its canonical metric. By "varying
weights" we mean that the potential V is preceded by a factor of N, such that the logarithmic repulsion can typically be
balanced by the effect of V for λa remaining in a bounded in N interval. This is an important feature of the model that we
shall comment further on. We shall however start the discussion by explaining the origin of β-ensembles.

The partition function (1.1.1) can be interpreted as the result of integrating over the spectrum of certain random matrices
whose distribution is invariant under one of the classical groups. Consider the real vector spaces:

HN, β =


β = 1 : real symmetric
β = 2 : complex hermitian
β = 4 : quaternionic self − dual

N × N matrices.

We denote dM, the product of the Lebesgue measures for the linearly independent real coefficients of such matrices. The Lie
groups:

GN, β =


β = 1 : real orthogonal
β = 2 : complex unitary
β = 4 : quaternionic unitary

N × N matrices

act on HN, β by conjugation. If M is a random matrix in HN, β drawn from the distribution‡ CN;Ve−Ntr[V(M)] · dM, CN;V being
the normalisation constant, the induced distribution P(β)

N of eigenvalues must be of the form:

p(β)
N;V

(
λ
) · dNλ with p(β)

N;V (λ) =
1

Z(β)
N [V]

N∏
a<b

|λa − λb|β
N∏

a=1

{
e−NV(λa)

}
.

Hence, in this context, the partition function Z(β)
N [V] corresponds to the normalisation constant of the induced distribution

of eigenvalues. The three cases β ∈ {1, 2, 4} are very special, since they feature a determinantal or Pfaffian structure that

‡Such distributions are indeed invariant under conjugation by GN, β

7
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is unknown for general β. This additional structure allows one to reduce the computation of Z(β)
N [V] to one of a family of

orthogonal or skew-orthogonal polynomials [117].
For general β > 0 and polynomial V , the partition function (1.1.1) can also be interpreted as the integral over the spectrum

of a family of random tri-diagonal matrices [64, 108], whose entries are independent and have a well-tailored distribution
depending on V . As there is no symmetry group acting here, this class of random matrices is very different from the invariant
ensembles. It is in nature closer to stochastic Schrödinger operators.

The β-ensembles have been extensively studied for more than 20 years, see e.g. the books [5, 51, 117, 131], for two
main reasons, that we shall develop below. From the probabilistic perspective, the statistical-mechanics interpretation of
β-ensembles makes Z(β)

N [V] and its associated probability distribution a good playground for testing the local universality
of the distribution of repulsive particles [79]. From the perspective of geometry and physics, the interest in the β = 2 case
–viz. random hermitian matrices– has been fostered, since the pioneering works of Brézin-Itzykson-Parisi-Zuber [34], by the
insight it provides into two-dimensional quantum gravity and the enumerative geometry of surfaces. This interest was eased
by the algebraic miracles that make the case β = 2 quite tractable from the computational point of view, and also raised by
the desire to understand the geometry (related to the integrable structure associated with the orthogonal polynomials) behind
these miracles.

1.1.1 Local fluctuations and universality
The physical idea behind universality is that the logarithmic repulsion dictates the local behaviour of the particles1. The
universality classes should only depend on β and the local environment of the chosen position on R. Typically one expects
that, when N → +∞, the particles will localise on some union of segments ∪k[ak ; bk] and that, up to a O

(
N−1) precision, the

pth will localise around a "classical" position γcl
p .

To be precise, we introduce the k-point density functions ρ(k)
N (x1, . . . , xk). These are symmetric functions of k real variables

characterized (if they exist) by the property that, for any sequence of pairwise disjoint intervals (Ai)k
i=1:

PN

[
∃i1, . . . , ik ∈ {1, . . . ,N} : λi j ∈ A j

]
=

∫
A1

· · ·
∫

Ak

ρ(k)(x1, . . . , xk)
k∏

i=1

dxi . (1.1.2)

ρ(k)
N fails to be a density probability function, because of the unusual normalization:∫

Rk
ρ(k)

N (x1, . . . , xk)
k∏

i=1

dxi =
N!

(N − k)!

which follows from (1.1.2) by taking a partition of R into k pairwise disjoint intervals and symmetrising the integration range.
In particular, N−1ρ(1)

N (x) is the local mean density of particles.
For instance, if β = 2 and we look at intervals of size 1/N around a point x0 ∈ R where the mean density of particles

is smooth and positive – i.e. in the bulk – one expects the distribution of the eigenvalues to converge to the determinantal
process of the sine kernel. This means that, if limN→∞ N−1ρ(1)

N (x0) > 0, we expect that

lim
N→∞

ρ(k)
N

({
x0 + ξi/ρ

(1)
N (x0)

}k

i=1

)
[
ρ(1)

N (x0)
]k = ρ(k)

sin(ξ1, . . . , ξk)

where ρ(k)
sin are given by:

ρ(k)
sin(ξ1, . . . , ξk) = det

1≤i, j≤k

[
Ksin(ξi, ξ j)], Ksin(x, y) =

sin π(x − y)
π(x − y)

. (1.1.3)

Still for β = 2 and if we look at intervals of size 1/N2/3 around a point x0 where the mean density vanishes like a square root,
one rather expects to observe the determinantal process of the Airy kernel:

ρ(k)
Ai (ξ1, . . . , ξk) = det

1≤i, j≤k

[
KAi(xi, x j)

]
, KAi(x, y) =

Ai(x)Ai′(y) − Ai′(x)Ai(y)
x − y

. (1.1.4)

1By local, we mean "looking at intervals shrinking with N so that these contain typically only a finite number of particles in the N → ∞ limit".
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To reformulate, if the condition:

lim
x→x0

limN→∞ N−1ρ(1)
N (x)

√
|x0 − x|

= A > 0 (1.1.5)

holds, we expect that,

lim
N→∞

N−k/6ρ(k)
N

({
x0 + (πA)2/3N−2/3ξi

}k

i=1

)
= (πA)−2k/3 ρ(k)

Ai (ξ1, . . . , ξk) .

Without being too precise, let us say that (1.1.5) is the generic behaviour at the edge of the spectrum of random matrices of
large sizes.

The expression for the potentially universal distribution of particles for other shapes of large-N local mean density of
particles, and other values of β are known [144, 132] – although their understanding is currently much more developed for
β ∈ {1, 2, 4}. The main theme in universality problems is therefore to prove that given models exhibit these distributions for
the local behaviour of particles in the large-N limit. As a matter of fact, the precise mode of convergence to the universal
laws that one can obtain is not always optimal from a physical point of view, namely it may hold only once integrated against
a class of test functions, or only after integration on intervals of size N−1+η for η arbitrarily small and independent of N. We
refer to the original works cited below to see which mode of convergence they establish.

First results of local universality in the bulk where obtained by Shcherbina and Pastur [130] at β = 2. Then, at β = 2 and
for polynomial V , Deift, Kriechenbauer, McLaughlin, Venakides and Zhou [55] established the local universality in the bulk
within the Riemann-Hilbert approach to orthogonal polynomials with orthogonality weight e−NV(x) on the real line. These
results were then extended by Deift and Gioev to β ∈ {1, 2, 4} for the bulk [50] and then for the generic edge [49] universality.
The bulk and generic edge universality for general β > 0 were recently established by various methods and under weaker
assumptions. Bourgade, Erdös and Yau built on relaxation methods so as to establish the bulk [31, 33] and the generic edge
[32] universality in the presence of generic Ck potentials. Krishnapur, Rider and Virág [108] proved both universalities by
means of stochastic operator methods and in the presence of convex polynomial potentials. Finally, the bulk universality was
also established on the basis of measure transport techniques by Shcherbina [136] in the presence of real-anaytic potentials
while universality both at the bulk and generic edge was derived by Bekerman, Figalli and Guionnet [13] for Ck potentials
with k large enough.

1.1.2 Enumerative geometry and N-fold integrals

The motivation to study the all-order asymptotic expansion of lnZ(β)
N [V] when N → ∞ initially came from physics and the

study of two-dimensional quantum gravity, especially in the case β = 2 corresponding to hermitian matrices. In the landmark
article [34], Brézin, Itzykson, Parisi and Zuber have argued that, for potentials given by formal series:

V(x) =
1
u

( x2

2
+

∑
j≥3

t j

j
x j

)
the free energy lnZ(β)

N [V] has the formal expansion:

ln
( Z(2)

N [V]

Z(2)
N [V|t•=0]

)
formal
=

∑
g≥0

N2−2g F (g) (1.1.6)

which is to be understood as an equality between formal power series in {t j}, and we use the notation V |t•=0(x) = x2

2u .
The coefficients F (g) correspond to a weighted enumeration of "maps", i.e. equivalence classes of graphs G embedded in
a topological, connected, compact, oriented surface S of genus g such that all connected components Ci of S \ G are
homeomorphic to disks. Each Ci which is bordered by j edges of G is counted with a local weight −t j, each vertex in G
is counted with a local weight u, and the overall weight of (G ,S ) is computed as the product of all local weights, divided
by the number of automorphisms of (G ,S ). For instance, choosing t3 , 0 and t j>3 = 0, F (g) enumerates triangulations of
an oriented surface of genus g. More generally, lnZ(β)

N [V] with β , 2 gives rise to enumerations of graphs embedded in
possibly non-orientable surfaces [73, 119]. Then, the expansion (1.1.6) also contains half-integer g’s. The expansions that
had been obtained in [34] and in the many subsequent works in physics that have followed. These handlings were set in the
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appropriate framework of providing an equality between formal power series in u and the parameters {t j} j≥3 in [70]. Indeed,
the fact of subtracting the free energy of the quadratic potential V |t•(x) = x2/2u in the right-hand side of (1.1.6) turns the
formula into a well-defined equality between formal series; a combinatorial argument based on the computation of the Euler
characteristics 2 − 2g shows that the coefficient of a given monomial uk ∏

ℓ tnℓ
ℓ

is given by a sum over finitely many genera g.
For a restricted class of potentials† for which the integral (1.1.6) is convergent, the formal power series also corresponds to
the N → ∞ asymptotic expansion of Z(2)

N [V]. It is because of such a combinatorial interpretation that these expansions are
called "topological expansions", this independently of their formal or asymptotic nature.

The random hermitian matrix model (β = 2) for finite N was also interpreted as a well-defined discretised model of
two-dimensional quantum gravity. For fixed {t j}, there is a finite value u = uc at which the model develops a critical point:
the coefficients F (g) exhibit as a singularity of the type (uc − u)(2−γstr)(1−g) with a critical exponent −1/2 ≤ γstr < 0 depending
on the universality class. One of the consequences of the appearance of such singularities is that the average or the variance
of the number of faces in a map of fixed genus diverges when u → uc. This allows one to interpret the u → uc limit as a
continuum limit. In taking such a limit, it becomes particularly interesting to tune the u-parameter in an N-dependent way
such that u = uc − N−1+γstr/2 · ũ, hence making each term N2−2g F (g) of order 1 when N → ∞. In such a double scaling
limit, the expansion (1.1.6) does not make sense any more. However, it is expected, and it can be proved in certain cases,
that the double scaling limit of the appropriately rescaled partition functionZ(2)

N [V] exists. This limit was proposed as a way
of defining the partition function of two-dimensional quantum gravity with coupling constant ũ. We refer to the review [80]
for more details. The investigation of these double scaling limits is similar in spirit to the investigation of universality that
we already mentioned, with the only difference being that a continuation to complex-valued ũ does have an interest from the
physics point of view, whereas it is often excluded from mathematical study of universality given the difficulty to address it
with probabilitistic techniques.

Finally, the all-order expansion (be it formal or asymptotic) of N-fold integrals in the β-ensembles and generalisations
thereof have numerous applications at the interface of algebraic geometry and theoretical physics. The key point is that the
coefficients of the all-order expansions have an interesting geometric interpretation, and the study of matrix models in the
large N limit can give some insight into topological strings, gauge theories, etc. Describing the exponentially small in N
contributions to lnZ(β)

N [V] has also an interest of its own. It is particularly interesting [115] as a path towards understanding
the possible non-perturbative completion(s) of the perturbative physical theories. As an illustration closer to the scope
of this book, we shall give in Section 1.3 a non-exhaustive list of N-fold integrals which have a physical or geometrical
interpretation.

1.2 The large-N expansion ofZ(β)
N

1.2.1 Leading order ofZ(β)
N : the equilibrium measure and large deviations

Given a sufficiently regular potential V growing at x → ±∞ faster than
(
β + ϵ

)
ln |x| for some ϵ > 0, the leading asymptotic

behaviour of the partition functionZ(β)
N [V] takes the form :

lnZ(β)
N [V] = −N2

(
E(β)[µeq] + o(1)

)
with E(β)[µ] =

∫
V(x) dµ(x) − β

∫
x<y

ln |x − y| dµ(x)dµ(y) . (1.2.1)

In these leading asymptotics, the functional E(β) is evaluated at the so-called equilibrium measure µeq, a probability mea-
sure on R that minimises the functional E(β). The notion of equilibrium measure arises in numerous other branches of
mathematical physics, for instance the study of zeroes of families of polynomials or the one of the characterisation of the
thermodynamic behaviour at finite temperature of quantum integrable models [63]. The minimiser µeq can be characterised
within the framework of potential theory [109]. One can show that the equilibrium measure associated with the functional
E(β) exists and is unique. We stress that µeq is characterised by (1.2.3) and thus depends on β only via a rescaling of the
potential, hence imposing the same dependence in the leading order term of the expansion (1.2.1).

Let us explain, on a heuristic level, the mechanism which gives rise to (1.2.1). For this purpose, observe that the integrand

†Roughly speaking, when there exists 1/N asymptotic expansion, its coefficients are the same as the formal expansion.
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ofZ(β)
N [V] can be recast as

exp
{
− N2E(β)[L(λ)

N ]
}

where L(λ)
N =

1
N

N∑
a=1

δλa (1.2.2)

is the so-called empirical measure while δx refers to the Dirac mass at x. For finite but large N, λ 7→ E(β)[L(λ)
N ] with

λ1 < · · · < λN attains its minimum at a point γeq = (γeq;1, . . . , γeq;N) whose coordinates γeq;1 < · · · < γeq;N are bounded,
uniformly in N, from above and below. This minimum results from a balance between the repulsion of the integration
variables induced by the logarithmic interaction and the confining nature of the potential V since the entropy is negligible2.
It seems reasonable that the main contribution to the integral, namely the one not including exponentially small corrections,
will issue from a small neighbourhood of the point γeq (or those issuing from permutations of its coordinates) and hence

yield, to the leading order in N, lnZ(β)
N [V] = −N2(E(β)[L

(γeq)
N ] + o(1)

)
. As a matter of fact, the γeq;a are distributed in such

a way that they densify on some compact subset of R and in such a way that, in fact, L
(γeq)
N converges, in some appropriate

sense, to the probability measure µeq.
This reasoning thus indicates that the leading asymptotics of lnZ(β)

N [V] issue from a saddle-point like estimation of the
integral (1.1.1). This statement can be made precise within the framework of large deviations. Ben Arous and Guionnet [7]
showed that the distribution of L(λ)

N under the sequence P(β)
N of probability measures associated with Z(β)

N [V] satisfies a large
deviation principle with good rate function E(β)[µ] at speed N2. This means that, for any open set Ω and any closed set F of
the space of probability measures endowed with the weak topology, we have:

lim inf
N→∞

N−2 lnP(β)
N [L(λ)

N ∈ Ω] ≥ − inf
µ∈Ω
E(β)[µ]

lim sup
N→∞

N−2 lnP(β)
N [L(λ)

N ∈ F] ≤ − inf
µ∈F
E(β)[µ] .

Saying that E(β) is a good rate functional means that its level sets (E(β))−1([0; M]) are compact for any M ≥ 0. As a direct
consequence of this large deviation principle, the random measure L(λ)

N converges almost surely and in expectation, in the
weak topology, towards the (deterministic) equilibrium measure µeq.

The properties of the equilibrium measure µeq have been extensively studied [53, 109, 133]. Its uniqueness follows comes
from the strict convexity of E(β). Indeed, given two probability measures µ0, µ1 and t ∈ [0, 1], one has

E(β)[(1 − t)µ0 + tµ1] = (1 − t)E(β)[µ0] + tE(β)[µ1] − βQ[µ1 − µ0]

where, for any signed finite measure ν of zero mass, one has:

Q[ν] = −
∫

x<y

dν(x)dν(y) ln |x − y| =
∫ ∞

0

dk
2k

∣∣∣F [ν](k)
∣∣∣2

which implies that Q[ν] ≥ 0. Furthermore, it is clear that equality holds if and only if ν = 0. The latter does ensure the
strictly convexity of E(β).

As a solution of a minimisation problem, µeq must satisfy an "Euler-Lagrange equation". This condition states the
existence of a constant Ceq such that:

Veff(x) = V(x) −Ceq − β
∫

ln |x − y|dµeq(y),
{

Veff(x) = 0 µeq−almost everywhere
Veff(x) ≥ 0 µ−almost everywhere (1.2.3)

where the second condition holds for any probability measure µ on R such that E(β)[µ] < +∞. The inequality comes from the
fact that one minimises over positive measures, and the constant Ceq is a Lagrange multiplier for the constraint that the total
mass should be 1. Veff(x) is the effective potential felt by a particle; it takes into account V and the repulsion it feels from

2The Lebesgue measure does not participate to the setting of this equilibrium: the aforementioned terms induce a eO(N2) behaviour in the light of (1.2.1),
while on compact subsets of RN , the Lebesgue measure produces at most a O(ecN ) contribution, with c depending on the size of the compact set.
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all other particles distributed according to µeq. The characterisation (1.2.3) expresses that the effective potential is constant
and minimal on the support of µeq. The constant Ceq is chosen in such a way that this minimum is zero. It thus appears
reasonable to expect that, in the large N limit, the particles should mostly likely accumulate in supp[µeq]. More precisely,
[5, 6, 29] proves a large deviation principle for the position of individual particles at speed N with good rate function Veff .
This means that, for any open subset Ω and closed subset F of R, we have:

lim inf
N→∞

N−1 lnP(β)
N

[∃a ∈ {1, . . . ,N} λa ∈ Ω
] ≥ − inf

x∈Ω
Veff(x)

lim sup
N→∞

N−1 ln P(β)
N

[∃a ∈ {1, . . . ,N}, λa ∈ F
] ≤ − inf

x∈F
Veff(x) .

One can prove that if V is Ck for k ≥ 2, then µeq is Lebesgue continuous with a Ck−2 density. Besides, if V is real-analytic,
the density is the square root of an analytic function what, in its turn, implies that its support consists of a finite number of
segments, called cuts. Critical points of the model occur when the topology of the support becomes unstable with respect to
small perturbations of the potential. Namely when there exist arbitrarily small perturbations of the potential which result in a
support of the equilibrium measure in which one of the component has split in two, two components have merged, or where
a new cut has appeared †. When this is not the case, one says that the potential is off-critical. For V real-analytic on R, a
necessary condition for off-criticality is that µeq vanishes exactly like a square root at the edges of the support:

lim
x→a∈∂suppµeq

1
√
|x − a|

dµeq

dx
> 0

and this is the "generic" behaviour. When µeq vanishes like |x − a|k+ 1
2 with k > 0, a small island of particles around a can

separate from the rest and form a new cut under certain small perturbations of the potential.
The simplest example of an equilibrium measure is provided by the one subordinate to a quadratic potential VG(x) = x2.

This equilibrium measure is given by the famous Wigner semi-circle distribution [148]:

dµeq(x) =
dx
βπ
· (β − 4x2)

1
2 · 1[−

√
β

2 ;
√
β

2 ](x)

which has only one cut. Although there is no easy characterisation of the set of potentials V leading to one-cut equilibrium
measures, strictly convex V do belong to this set [118]. Indeed, since for any y the function x 7→ − ln |x− y| is strictly convex,
integrating it over y against the positive measure µeq still gives a convex function. As a result, if V is strictly convex, the
effective potential (1.2.3) is a fortiori strictly convex. This imposes that the minimum of Veff is attained on a connected set,
therefore the support of µeq is a segment.

A remarkable feature of β-ensembles is that, looking at the case of equality in (1.2.3), the density of µeq can be built
in terms of the solution to a scalar Riemann–Hilbert problem for a piecewise holomorphic function having jumps on the
support of µeq. If one assumes the support to be known, such Riemann–Hilbert problems can be solved explicitly leading to
a one-fold integral representation for the density of µeq. These manipulations originate in the work of Carleman [37], and
some aspects have also been treated in the book of Tricomi [143]. In the case where the support consists of single segment
[a; b] and for V at least C2, one gets that the density of the equilibrium measure reads:

dµeq(x) = dx · 1[a ;b](x) ·
b∫

a

dξ
πβ
· V ′(x) − V ′(ξ)

x − ξ ·
{ (b − x)(x − a)

(b − ξ)(ξ − a)

} 1
2

. (1.2.4)

The above representation still contains two unknown parameters of the minimisation problem: the endpoints a, b of the
support of µeq. These are determined by imposing additional non-linear consistency relations. In the one-cut case discussed
above, the conditions on the endpoints a and b are:

b∫
a

dξ
πβ
· V ′(ξ){

(b − ξ)(ξ − a)
} 1

2

= 0,
a + b

2

b∫
a

dξ
πβ
· ξ V ′(ξ) dξ{

(b − ξ)(ξ − a)
} 1

2

= 1 . (1.2.5)

†Note that under more general deformations of the potential, viz. not necessarily corresponding to small perturbations, it may also happen that two cuts
merge into a single one.
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The situation, although more involved as regards explicit expressions, is morally the same in the multi-cut case where one
has to determine all the endpoints of the support. We stress that the very existence of a one-fold integral representation with
a fully explicit integrand tremendously simplifies the analysis, be it in what concerns the description of the properties of µeq,
or any handling that actually involves the equilibrium measure. The one-cut case is computationally easier to deal with than
the multi-cut case: for instant when V is polynomial, the conditions (1.2.5) determining the endpoints a and b are merely
algebraic. As we will explain later, there is another, more important difference between the one-cut case and the multi-cut
case, that pertains to the nature of the O(1) corrections to the large-N behaviour of the partition functionZ(β)

N [V].

1.2.2 Asymptotic expansion of the free energy: from Selberg integral to general potentials

For very special potentials, the partition functionZ(β)
N [V] can be exactly evaluated in terms of a N-fold product. The quadratic

potential VG(x) = x2 is one of these special cases and the associated partition function is related to the Selberg integral [134],
from where it follows:

Z(β)
N [VG] = (2π)N/2 · (2N)−

N
2 (1− β

2+
β
2 N) ·

N∏
m=1

Γ
(
1 + mβ

2
)

Γ
(
1 + β

2
) .

With such an explicit representation, standard one-dimensional analysis methods lead to the large-N asymptotics of the
partition function:

lnZ(β)
N [VG] =

{
β

4
· ln

(
β

4

)
− 3β

8

}
· N2 +

β

2
· N ln N +

{(1
2
+
β

4

)
· ln

(
β

4e

)
+
β

2
· ln 2 + ln(2π) − lnΓ

(
1 +

β

2

)}
· N

+
1

12

(
3 +

β

2
+

2
β

)
· ln N + χ′

(
0 ;

2
β
, 1

)
+

ln(2π)
2
+ o(1) . (1.2.6)

The function χ(s ; b1, b2) is the meromorphic continuation in s of the function defined for Re s > 2 by the formula:

χ(s ; b1, b2) =
∑

m1,m2≥0
(m1,m2),(0,0)

1
(m1b1 + m2b2)s .

Note that, when β = 2, the constant term in (1.2.6) can be recast in terms of the Riemann zeta function as:

χ′(0 ; 1, 1) = ζ′(−1) − ln(2π)
2

.

The o(1) remainder admits an asymptotic expansion in 1/N whose coefficients are expressed as linear combinations with
rational coefficients of Bernoulli numbers and 2/β.

For generic potentials V , there is no chance to obtain a simple closed formula for Z(β)
N [V]. Nevertheless, the cases that

are computable in closed form do play a role in the asymptotic analysis of the more general Z(β)
N [V] beyond the leading

order. Indeed, most of the methods of asymptotic analysis rely, in their final step, on an interpolation between the potential
of interest V , and a potential of reference V0 for which the partition function can be exactly computed. The strategy for
obtaining the leading corrections is to conduct, first, a study of the large-N corrections to the macroscopic distribution of
eigenvalues, and in particular to the fluctuations of the linear statistics:

EV
N

[ N∑
i=1

f (λi)−N
∫

f (x)·dµeq(x)
]
= N ·EV

N

[ ∫
f (x)·d(L(λ)

N −µeq)(x)
]
≡ N

∫
RN

p(β)
N;V (λ)

{∫
f (x)·d(L(λ)

N −µeq)(x)
]}
·dNλ (1.2.7)

for a sufficiently large class of test functions f . The subscript V indicates that we are considering the sequence of probability
measures for whichZ(β)

N [V] is the partition function. Assume that one is able to establish the large-N behaviour of (1.2.7) for
a one parameter t family {Vt}t∈[0 ;1] of potentials this uniformly in t ∈ [0, 1] and up to a O(N−κ−1), κ > 0 and fixed, remainder.
Then one can build on the basic formula:

ln
(Z(β)

N [V1]

Z(β)
N [V0]

)
= −N2 ·

1∫
0

EVt
N

[ ∫
∂tVt(x) · dL(λ)

N (x)
]
· dt (1.2.8)
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so as to obtain the asymptotic behaviour of the left-hand side up to a O(N−κ) remainder. If by some other means one can
access to the large-N asymptotics of lnZ(β)

N [V0] up to O(N−κ) remainder, then one can deduce the expansion of Z(β)
N [V1] to

the same order. The terms of order N ln N, ln N, and the transcendental constant term in the asymptotic expansion of the
partition function usually do not arise from the fluctuations of linear statistics, but rather from an "integration constant" or
from some additional singularities present in the confining potential. The comparison to some known, Selberg-like integral
often seems the only way of accessing to these terms, especially in what concerns the highly non-trivial constant terms in
such asymptotic expansions. Note that when β = 2 one can build on orthogonal polynomial techniques to access to the
N ln N and ln N terms. Also, recently, some progress in an alternative approach to computing the logarithmic terms has been
achieved in [110].

1.2.3 Asymptotic expansion of the correlators via Schwinger-Dyson equations
As already mentioned, for a general potential, going beyond the leading order demands taking into account the effect of
fluctuations of the integration variables around their large-N equilibrium distribution. The most effective way of doing so
consists in studying the large-N expansion of the multi-point expectation values of test functions versus the probability
measure induced byZ(β)

N [V], i.e. the quantities:

EV
N

[ ∫
f (x1, . . . , xn) ·

n∏
i=1

dL(λ)
N (xi)

]
,

sometimes called n-linear statistics. Indeed the access to the sufficiently uniform in the potential large-N expansion of the
1-linear statistic allows one to deduce the asymptotic expansion of Z(β)

N [V] by means of (1.2.8). As we shall explain in the
following, these linear statistics satisfy a tower of equations which allow one to express the n-linear statistics in terms of
k-linear statistics with k ≤ n + 1. These equations are usually called the Schwinger-Dyson equations and, sometimes, also
referred to as "loop equations".

We are first going to outline the structure and overall strategy of the large-N analysis of the Schwinger-Dyson equations
on the example of a polynomial potential. The latter simplifies some expressions but also allows one to make a connection
with the problem of enumerating certain maps. Then, we shall discuss the case of a general potential which will be closer, in
spirit, with the techniques developed in the core of the book.

Moments and Stein’s method

For the purpose of this subsection, we shall assume that the potential is a polynomial of even degree Vpol(x) = β
2
{ x2

2 +
∑2d

j=1
t j x j

j
}

with t2d > 0 so that P(β)
N is well-defined. (1.1.6) implies that for any integer number p, the p-th moment

mN(p) := EVpol

N

[ 1
N

N∑
a=1

λ
p
a

]
= − 2p

βN2 ∂tp lnZ(β)
N

[
Vpol

]|t•=0 . (1.2.9)

has a power series expansion in (t j)2d
j=1, whose coefficients enumerate maps (see Section 1.1.2) with one marked face of degree

p. To explain what convergent matrix integrals and their asymptotic expansions on the one hand, and generating series of
maps and their topological decomposition in (inverse) powers of N on the other hand, have to do with each other, we shall
use Schwinger-Dyson equations.

Probably, the simplest example of a Schwinger-Dyson equation can be provided by focusing on the standard Gaussian
law γ on R. An integration by parts shows that γ satisfies∫

x f (x) dγ(x) =
∫

f ′(x) dγ(x) . (1.2.10)

for a sufficiently big class of test functions f . In fact, γ is the unique probability measure on Rwhich satisfies (1.2.10). Recall
that the pth-moment of the Gaussian law has the combinatorial interpretation of counting the number of pairings of p ordered
points. One can, in fact, build on the above Schwinger-Dyson equation so as to deduce such a combinatorial interpretation
by checking that the moments satisfy the same recurrence relation than the enumeration of pairings.
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The strategy to extract the large-N behaviour of moments (1.2.9) relies first on the derivation of the system of Schwinger-
Dyson equations they satisfy. As for the Gaussian law, it is obtained by an integration by parts. To write this equation down,
we denote by mN the quenched moments, i.e. the real-valued random variable:

mN(p) =
1
N

N∑
a=1

λ
p
a .

We shall as well adopt the convention that mN(p) = 0 when p < 0. Then, integration by parts readily yields

E
Vpol

N

[ p−1∑
l=0

mN(l) mN(p − 1 − l) +
1
N

(2
β
− 1

)
p mN(p − 1) − mN(p + 1) −

2d∑
j=1

t j mN(p + j − 1)
]
= 0 . (1.2.11)

Compared to (1.2.10), this equation depends on the dimension parameter N. Note that (1.2.11) not only involves the observ-
ables mN = E

Vpol

N [mN], but also the covariance of
{
mN(p)

}
p≥0. To circumvent this fact, let us assume first that these moments

self-average, so that this covariance is negligible. Let us assume as well that the expectations mN(p) are bounded by some Cp

for some C independent of N, this for all p ≤ P(N) where P(N) is some sequence going to infinity with N. Such information
imply that the sequence

{
mN(p)

}
p≥0 admits a limit point

{
m(p)

}
p≥0. Equation (1.2.11) then implies that any such limit point{

m(p)
}

p≥0 must satisfy

m(p + 1) =
p−1∑
l=0

m(l) m(p − 1 − l) −
2d∑
j=1

t j m(p + j − 1) . (1.2.12)

Moreover, m(p) ≤ Cp for all p. It is then not hard to see that the limiting equation (1.2.12) has a unique solution such that
m(0) = 1 provided the ti’s are small enough: indeed this is clear for t j = 0 and the result is then obtained by a straightforward
perturbation argument, see [83] for details. Finally, one can check that this unique solution is also given by

M(p) =
∑

ℓ1,...,ℓ2d≥0

{ 2d∏
j=1

(−t j)ℓ j

ℓ j!

}
Map0(p, ℓ1, . . . , ℓ2d) ,

where Map0(p, ℓ1, . . . , ℓ2d) is the number of connected planar maps with one marked, rooted face of degree p, and ℓ j faces
of degree j, for 1 ≤ j ≤ 2d. Indeed, Tutte surgery – which consists in removing the root edge on the marked face, and
describing all the possible maps ensuing from this removal – reveals that these numbers satisfy the recursive relation:

Map0(p + 1, ℓ1, . . . , ℓ2k) =

p−1∑
q=1

∑
ℓ j≥l j≥0

{ 2d∏
j=1

(
l j

ℓ j

) }
Map0(q, l1, . . . , l2d)Map0(p − q − 1, ℓ1 − l1, . . . , ℓ2d − l2d)

+

2d∑
j=1

ℓ j Map0(p + j − 1, ℓ1, . . . , ℓ j−1, ℓ j − 1, ℓ j+1, . . . , ℓ2d) .

which turns into the Schwinger-Dyson equation for the generating function M(p).
This strategy to prove convergence to the generating function of planar maps is very similar to the so-called Stein’s

method in classical probability, which is widely used to prove convergence to a Gaussian law. This method can roughly be
summarised as follows. One considers a sequence of probability measures

{
µN

}
N≥0 on the real line and assume that there

exists differential operators
{LN

}
N≥0 such that for all N,

µN

[
LN[ f ]

]
= 0

for a set of test functions. Assume moreover that
{
µN

}
N≥0 is tight and that LN converges towards some operator L. Then, if

this convergence holds in a sufficiently strong sense, any limit point µ of the sequence
{
µN

}
N≥0 should satisfy

µ
[
L[ f ]

]
= 0 .
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If moreover there exists a unique probability measure µ satisfying these equations, then this entails the convergence of the
sequence

{
µN

}
N towards µ. For instance, convergence to the Gaussian law is proved when L[ f ](x) = f ′(x) − x f (x). Higher

order of the expansion can be obtained similarly in the case where one knows that LN admits an asymptotic expansion:

LN = L +
L(1)

N
+
L(2)

N2 + · · ·

so that if L is invertible one could hope to prove an asymptotic expansion of the form:

µN = µ +
µ(1)

N
+
µ(2)

N2 + · · ·

at least when integrated against a suitable class of test functions, and with:

µ(1)[ f ] = −µ
[
L(1) ◦ L−1[ f ]

]
, µ(2)[ f ] = −µ(1)

[
(L(1))2 ◦ L−1[ f ]

] − µ[L(2) ◦ L−1[ f ]
]
. (1.2.13)

The main difference in β ensembles is that the Schwinger-Dyson equation (1.2.11) is not closed on the
{
mN(p)

}
p≥0,

namely that involves auxiliary quantities (covariances) which cannot be determined by the equation itself. In order to study
the large-N behaviour of the moments by means of the Schwinger-Dyson equation (1.2.11) it is convenient to re-centre the
quenched moment around their mean leading to

E
Vpol

N

[ p−1∑
l=0

(
mN(l) − mN(l)

) (
mN(p − 1 − l) − mN(p − 1 − l)

)] − mN(p + 1)

+
1
N

(2
β
− 1

)
p mN(p − 1) −

2d∑
j=1

t j mN(p + j − 1) +
p−1∑
l=0

mN(l) mN(p − 1 − l) = 0 . (1.2.14)

If one then assumes that the covariance produces o(1/N) contributions and that the moments admit the expansion :

mN(p) = m(p) +
∆mN(p)

N
+ o(1/N) ,

one would find
Ξ[∆mN](p + 1) ∼

(2
β
− 1

)
p mN(p − 1) ,

where Ξ is the endomorphism of RN, which associates to a sequence
{
v(p)

}
p≥0, the new sequence:

Ξ[v](p) = v(p) − 2
p−2∑
l=0

m(l)v(p − l − 2) +
2d∑
j=1

t jv(p + j − 2) . (1.2.15)

When all t j’s are equal to zero, Ξ is represented by a triangular (semi-infinite) matrix with diagonal elements equal to one,
and therefore it is invertible. A perturbation argument shows that Ξ is still invertible when the t j’s are small enough. Hence,
we deduce that

lim
N→∞
∆mN =

(2
β
− 1

)
pΞ−1[m](p − 1) .

To get the next order of the corrections, one needs to be able to characterise the leading large-N behaviour of the co-
variance. To this end, following [2, 3, 40], one derives a "rank 2" Schwinger-Dyson equation, which will give access to the
limit of the appropriately rescaled N covariance in the spirit of Stein’s method. This equation is obtained by considering the
effect, to the first order in ε, of an infinitesimal perturbation of the potential V(x)→ V(x) + εxk in the first Schwinger-Dyson
equation (1.2.11), i.e. t j → t j + 2δ j,kkϵ/β. It results in the insertion of a factor of mN(k) in the expectation value in (1.2.11).
If we introduced the centred random variable m̃N = N(mN − mN), this "rank 2" equation can be put in the form:

E
Vpol

N

[ p−1∑
l=0

m̃N(k) mN(l) mN(p − 1 − l) − m̃N(k)Ξ[m̃N](p + 1) +
1
N

(2
β
− 1

)
p m̃N(k) m̃N(p − 1)

]
= k mN(k − 1 + p) . (1.2.16)
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In this equation, we simplified some terms exploiting the fact that m̃N is centred and that the first Schwinger-Dyson equation
(1.2.11) is satisfied. Again, assuming that the first term in (1.2.16) is negligible, we would deduce that:

lim
N→∞
E

Vpol

N
[
m̃N(k) m̃N(p)

]
= −kΞ−1[S k−2m](p) := w(k, p) .

where S k−2m is the sequence whose p-th term is m(k − 2 + p).
Plugging back this limit into the first Schwinger-Dyson equation yields the second order correction:

mN(p) = m(p) +
m(1)(p)

N
+

m(2)(p)
N2 + o

( 1
N2

)
,

with

Ξ[m(2)](p + 1) =
p−1∑
l=0

{
w(l, p − 1 − l) + m(1)(l)m(1)(p − 1 − l)

}
+

(2
β
− 1

)
pm(1)(p − 1) .

Again, one can check that when β = 2, m(2) is the generating function for maps with genus 1 as its derivatives at the origin
satisfy the same recursion relations, which in the case of maps are derived similarly by Tutte surgery. The same type of
arguments can be carried on to all orders in 1/N.

As a summary, to obtain the asymptotic expansion of moments, and hence of the partial derivatives of the partition
function c.f. (1.2.9), we see that one needs uniqueness of the solution to the limiting equation (to obtain convergence of the
observables), invertibility of the linearised operator Ξ (to solve recursively the linearised equations), a priori estimates on
covariances, or more generally of the correlators (in order to be able to get approximately closed linearised equations for the
observables). The expansion can then be established and computed recursively, and this recursion is the topological recursion
of [75].

The Schwinger-Dyson equations for a general potential

For the β-ensembles in presence of a general potential V the Schwinger-Dyson equation also arise from an integration by
parts. The first Schwinger-Dyson equation takes the form:

EV
N

[
β

2

∫
f (x) − f (y)

x − y
· dL(λ)

N (x) · dL(λ)
N (y) +

1
N

(
1 − β

2

) ∫
f ′(x) · dL(λ)

N (x) −
∫

V ′(x) f (x) · dL(λ)
N (x)

]
= 0

Similar equations can be derived for test functions depending on n-variables, although we shall not present them explicitly
here. We see that the first Schwinger-Dyson equation relates 1 and 2-linear statistics. More generally, the n-th Schwinger-
Dyson equations relates n-linear statistics to k-linear statistics with k ≤ (n + 1). Therefore, as such, the Schwinger-Dyson
equations do not allow one for the computation of the n-linear statistics. However, it turns out that these equations are still
very useful in extracting the large-N asymptotic expansion of the n-linear statistics. For instance, the leading order as N → ∞
of the first Schwinger-Dyson provides one with an equation satisfied by the equilibrium measure:

β

2

∫
f (x) − f (y)

x − y
· dµeq(x) · dµeq(y) −

∫
V ′(x) f (x) · dµeq(x) = 0 . (1.2.17)

This equation is actually implied by differentiating the equality case in the Euler-Lagrange equation (1.2.3) for µeq, and then
integrating the result against f (x)dµeq(x). The most important point, though, is that one can build on the Schwinger-Dyson
equations so as to go beyond the leading order asymptotics. Doing so is achieved by carrying out a bootstrap analysis of the
system of Schwinger-Dyson equations. The latter allows one to turn a rough estimate on the (k + 1)-linear statistics into an
improved estimate of the k-th statistics. One repeats such a scheme until reaching the optimal order of magnitude estimates.
On the technical level, the essential step of the bootstrap method consists in the inversion of a master operator K , which
appears in the "centring" of the Schwinger-Dyson equation around µeq, namely by substituting L(λ)

N = µeq + L(λ)
N in the first
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Schwinger-Dyson equation what, owing to the identity (1.2.17), leads to:

EV
N

[ ∫
K[ f ](x) · dL(λ)

N (x) +
β

2

∫
f (x) − f (y)

x − y
· dL(λ)

N (x) · dL(λ)
N (y) +

1
N

(
1 − β

2

) ∫
f ′(x) · dL(λ)

N (x)
]

= − 1
N

(
1 − β

2

) ∫
f ′(x) · dµeq(x) (1.2.18)

where:

K[ f ](x) = β
∫

f (x) − f (y)
x − y

· dµeq(y) − V ′(x) f (x) = −V ′eff(x) f (x) −
∫

f (y)
x − y

· dµeq(y) . (1.2.19)

The centred around µeq n-th Schwinger-Dyson equations, n ≥ 2, all solely involve the operator K .
Now, assuming that the operatorK is invertible on some appropriate functional space, one can recast (1.2.18) in the form

EV
N

[ ∫
f (x) · dL(λ)

N (x)
]
= − 1

N

(
1 − β

2

) ∫
∂xK−1[ f ](x) · dµeq(x)

− 1
N

(
1 − β

2

)
EV

N

[ ∫
K−1[ f ]′(x) · dL(λ)

N (x)
]
− β

2
EV

N

[ ∫ K−1[ f ](x) − K−1[ f ](y)
x − y

· dL(λ)
N (x) · dL(λ)

N (y)
]
.

The term arising in the first line is deterministic and produces an O(1/N) behaviour. The first term in the second line is given
by a 1-linear centred statistic that it preceded by a factor of N−1. It will thus be sub-dominant in respect to the deterministic
term. In fact, its contribution to the asymptotic expansion of 1-linear statistics is the easiest to take into account. Indeed,
assume that one knows the asymptotic expansion of 1-linear statistics up to O

(
N−k) and wants to push it one order in N

further. Then, the term we are discussing will automatically admit an asymptotic expansion up to O
(
N−k−1) what readily

allows one to identify its contribution to the next order in the expansion of 1-linear statistics. Taken this into account, it
follows that the non-trivial part of the large-N expansion of 1-linear statistics will be driven by the one of 2-linear centred
statistics. In all cases, if one assumes that the 2-linear statistics produce o(1/N) contributions, the first Schwinger-Dyson
equation yields immediately the first term in the large-N expansion of 1-linear statistics. In order to push the expansion
further, one should access to the first term in the large-N expansion of 2-linear centred statistics. The latter can be inferred
from the second Schwinger-Dyson equation. We shall however, not go into more details.

The main point is that one can push the large-N expansion of k-linear statistics, this to the desired order of precision in N,
by picking lower order corrections out of the higher order Schwinger-Dyson equations. The effectiveness of such a bootstrap
analysis is due to the particular structure of the Schwinger-Dyson equations. It was indeed discovered in the early 90s that the
coefficients of topological expansions in 1/N of the n-point correlators are determined recursively by the Schwinger-Dyson
equations. The calculation of the first sub-leading correction to (1.2.1) based on the use of Schwinger-Dyson equations for
correlators was first carried out in the seminal papers of Ambjørn, Chekhov and Makeenko [3] and of these authors with
Kristjansen [2]. The approach developed in these papers allowed, in principle, for a formal3, order-by-order computation of
the large-N asymptotic behaviour ofZ(2)

N [V]. However due to its combinatorial intricacy, the approach was quite complicated
to set in practice. In [67], Eynard proposed a rewriting of the solutions of Schwinger-Dyson equations in a geometrically
intrinsic form that strongly simplified the structure and intermediate calculations. Chekhov and Eynard then described the
corresponding diagrammatics [39], and it led to the emergence of the so-called topological recursion fully developed by
Eynard and Orantin in [74, 75]. It allows, in its present setting, for systematic order-by-order calculation of the coefficients
arising in the large-N expansions of the β-ensemble partition functions, just as numerous other instances of multiple integrals,
see e.g. the work of Borot, Eynard and Orantin [27]. Eynard, Chekhov, and subsequently these authors with Marchal have
developed a similar4 theory [40, 41, 42]. For β = 2, Kostov [103] has also developed an interpretation of the coefficient
arising in the large-N expansions as conformal field theory amplitudes for a free boson living on a Riemann surface that is

3Namely based, among other things, on the assumption of the very existence of the asymptotic expansion.
4For potentials with logarithmic singularities and β , 2, some additional terms must be included [38].
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associated with the equilibrium measure. It was argued in [104] that Kostov’s approach is indeed equivalent to the formalism
of the topological recursion.

To summarise, the above works have elucidated the a priori structure of the large N expansions. We have not yet
discussed the problem of actually proving the existence of an asymptotic expansion of lnZ(β)

N [V] to all algebraic orders in
N, namely the fact that

lnZ(β)
N [V] = c(β)

1 N ln N + c(β)
0 ln N +

K∑
k=0

N2−kF(β)
k [V] + O(N−K) (1.2.20)

for any K ≥ 0 and with coefficients being some β-dependent functionals of the potential V . The existence and form of the
expansion up to o(1) when β = 2 was proven by Johansson [92] for polynomial V under the one-cut hypothesis, this by using
the machinery described above and a priori bounds for the correlators that were first obtained by Boutet de Monvel, Pastur
et Shcherbina [47]. Then, the existence of the all-order asymptotic expansion at β = 2 was proven by Albeverio, Pastur and
Shcherbina [1] by combining Schwinger-Dyson equations and the bounds derived in [47]. In particular, this work proved that
the coefficients of the asymptotic expansion coincide with the formal generating series enumerating ribbon graphs of [34] –
also known under the name of "maps". Finally, Borot and Guionnet [29] systematised and extended to all β > 0 the approach
of [1], hence establishing the existence of the all-order large-N asymptotic expansion ofZ(β)

N [V] at arbitrary β and for analytic
potentials under the one-cut hypothesis. This includes, in particular, the analytic convex potentials. The starting point always
consists in establishing an a priori estimate for the fluctuations of linear statistics, on the basis of a statistical-mechanical
analysis [47] or of concentration of measures [29], without assumptions on the potential beyond a sufficient regularity. This
estimate takes the form:

P
(β)
N

[{
λ ∈ RN :

∣∣∣∣∣ ∫ f (x) · d(L(λ)
N − µeq)(x)

∣∣∣∣∣ > t
}]
≤ exp

{
−C[ f ] N2t2 +C′N ln N

}
for some constants C[ f ] > 0, C′, and for t large enough independently of N. We remind that if O1, . . . ,On are random
variables, their moment is:

EV
N

[ n∏
i=1

Oi

]
= ∂t1=0 · · · ∂tn=0P

(β)
N

[
exp

( n∑
i=1

tiOi

)]
while their cumulant is defined as:

Cn
[
f1, . . . , fn] = ∂t1=0 · · · ∂tn=0 lnP(β)

N

[
exp

{ n∑
i=1

tiOi

}]
.

In fact, the cumulants are enough for computing all the n-linear statistics. Indeed, one has the reconstruction

EV
N

[ ∫ n∏
a=1

fa(xa) ·
n∏

i=1

dL(λ)
N (xi)

]
=

n∑
s=1

∑
[[ 1 ; n ]]=
J1⊔···⊔Js

s∏
a=1

C|Ja |
[{

fk
}
k∈Ja

]
.

The expression for n-linear statistics involving genuine test functions in n variables belonging to the test space T (Rn) is then
obtained by density of, say, T (R) ⊗ · · · ⊗ T (R) in T (Rn).

It is advantageous to work with Cn
[
f1, . . . , fn], since it is a homogeneous polynomial of degree n of the re-centred measure

L(λ)
N − µeq, and concentration occurs in this re-centred measure:∣∣∣∣Cn

[
f1, . . . , fn]

∣∣∣∣ ≤ { n∏
i=1

N[ fi]
}
·
( ln N

N

) n
2

where N is some norm. Then, under the one-cut assumptions, one shows that the master operator is invertible with a
continuous inverse for a suitable norm N . These two pieces of information allow one to neglect the contribution of some of
the higher order cumulants in the system Schwinger-Dyson equations and lead to a successive improvement of the a priori
bounds up to the optimal scale

Cn
[
f1, . . . , fn] =

1
Nn−2

{
W(0)

n
[
f1, . . . , fn] + o(1)

}
. (1.2.21)
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There,W(0)
n is some n-linear functional on the space of test functions that are pertinent for the analysis. The same method

can be pushed further and establishes recursively an all-order asymptotic expansion for the cumulants:

Cn
[
f1, . . . , fn] =


∑[K/2]

g=0 N2−2g−nW(g)
n

[
f1, . . . , fn] + o(N2−K) if β = 2∑K

k=0 N2−k−nW[k]
n

[
f1, . . . , fn] + o(N2−K) if β , 2

(1.2.22)

for any K ≥ 0. The asymptotic expansion (1.2.20) for the free energy can then be obtained by the interpolation method that
was outlined in Section 1.2.2.

Although this phenomenon will not occur in the present book, we would still like to mention for completeness that,
when the support of µeq has several cuts, the form (1.2.20) of the asymptotic expansion is not valid any more: new bounded
oscillatory in N contributions have to be included in F(β)

k [V] for k ≥ 0. Heuristically speaking, this effect takes its roots in
the possibility the particles have to tunnel from one cut to another [20, 69]. On the technical level, this takes its origin in the
fact that the master operator K has a kernel whose dimension is given by the number of cuts minus one. For real-analytic
off-critical potentials and general β > 0, the form of the all-order asymptotic expansion in the multi-cut case was conjectured
in [69], and established in [28]. It was also established up to o(1) by Shcherbina in [135] by a different technique, namely
via a coupling to Brownian motion to replace the two-body interaction between different cuts with a linear but random one.
We refer the reader to [28] for a deeper discussion relative to the history of this particular problem. We also stress that, so
far, the analysis of the double scaling limit around a critical potential where the support of the equilibrium measure changes
its topology have not been addressed mainly due to difficulties such a transition induces on the level of constructing the
pseudo-inverses of the master operator.

Above, we have focused our discussion solely on the approach based on the analysis of loop equations. However,
when β = 2, the orthogonal polynomial based determinantal structure allows one to build on the Riemann–Hilbert problem
characterisation of orthogonal polynomials [78] along with the non-linear steepest descent method [56, 57] based approach
to characterising the large degree asymptotic behaviour of polynomials orthogonal with respect to varying weights [54, 55]
so as to obtain the large-N asymptotic expansion of Z(2)

N [V]. Within the Riemann–Hilbert problem approach, Ercolani and
McLaughlin [66] established the existence of the all order asymptotic expansion at β = 2 in the case of potentials that are
a perturbation of the Gaussian interaction. Bleher and Its [17] obtained, up to a o(1) remainder the large-N expansion of
Z(2)

N [V] for polynomial V that give rise to a one-cut potential. Also, recently, Claeys, Grava and McLaughlin [43] developed
the Riemann–Hilbert approach so as to obtain the large-N expansion ofZ(2)

N [V] in the case of a two-cut polynomial potential
V .

1.2.4 The asymptotic expansion of the free energy up to o(1)

We shall now make some general remarks about the nature of the terms arising in the asymptotic expansion of lnZ(β)
N [V].

The terms diverging in N when N → ∞ are not affected by the topology of the support of the equilibrium measure. In
the case of regular potentials, the pre-factors of the N ln N and ln N corrections in (1.2.20) take the form:

c(β)
1 =

β

2
, c(β)

0 =
1
12

(
3 +

β

2
+

2
β

)
.

they can be identified from the large-N asymptotics of the Gaussian partition function, cf. (1.2.6). Their presence in (1.2.20)
is only the sign that there is a more natural normalisation of the N-fold integral (1.2.20) which would kill the logarithmic
corrections in the large N limit. The terms of order N2 and N are functionals of the equilibrium measure µeq, which depend
in a non-local way on the density of this measure. As we have seen in Section 1.2.1, the prefactor of N2 is given by a double
integral involving µeq. The term of order N is also known to be given by a single integral involving µeq. More precisely, up to
a universal –viz. µeq-independent– function of β, it is proportional to the von Neumann entropy of the equilibrium measure
[40, 65, 135, 147]:

F(β)
1 = cteβ +

(
β

2
− 1

) ∫
ln

(dµeq(x)

dx

)
· dµeq(x) . (1.2.23)

The fact that the entropy only appears as a sub-leading term is a typical feature of models having varying weights. The
bounded term is affected by the topology of the support: it is a constant in the one-cut case and it contains an additional,
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oscillatory contribution in the multi-cut case. Unlike the non-decaying terms, the coefficient in front of N−k with k > 0 only
depends on the local behaviour (at an order increasing with k) of the equilibrium measure’s density near the endpoints of its
support.

Once the asymptotic expansion of the free energy is established up to o(1), and in the case it does not contain oscillatory
terms, one can deduce a central limit theorem for the fluctuations of linear statistics. The starting point is the formula for the
Fourier transform of their distribution:

EV
N

[
exp

(
isN

∫
f (x) · dL(λ)

N

)]
=
Z(β)

N
[
V − is f

N
]

Z(β)
N [V]

. (1.2.24)

Resorting to arguments of complex analysis, one can fairly easily extend the validity of the asymptotic expansion (1.2.20)
to potentials of the form V0 + ∆V/N, with V real-valued satisfying the previous assumptions, and ∆V complex-valued and
differentiable enough. Besides, since the logarithmic correction does not depend on perturbations of the initial potential V0
and F(β)

k [V] are smooth functionals of V away from critical points of the model, one deduces that:

EV
N

[
exp

(
isN

∫
f (x) · d(L(λ)

N − µeq)(x)
)]
= exp

{
is δV F(β)

1 [ f ] − s2

2
· δ2

V F(β)
0 [ f , f ] + o(1)

}
where the error o(1) is uniform for s belonging to compact subsets of C and δVG[ f ] refers to the Gâteaux derivative of G at
the point V and in the direction f . This implies that

N∑
i=1

f (λi) − N
∫

f (x) · dµeq(x) = N
∫

f (x) · d(L(λ)
N − µeq)(x) (1.2.25)

converges in law to a Gaussian random variable, with covariance given by the Hessian (defined by the second-order functional
derivative) of the energy functional introduced in Section 1.2.1, evaluated at V along the direction f :

F(β)
0 [V] = −E(β)[µeq] .

This central limit theorem for V polynomial, f differentiable enough, any β = 2 in the one-cut regime, was first obtained by
Johansson [92]. The characteristics of the Gaussian variable can be computed solely from the knowledge of the functional
F(β)

0 [V] related to the energy functional, and of F(β)
1 [V] related to the entropy. For β = 2, F(β)

1 [V] vanishes owing to its
prefactor in (1.2.23), and (1.2.25) converges to a centred Gaussian variable.

We observe that the fluctuations of (1.2.25) are of order 1. In the multi-cut regime, the tunnelling of particles between
different, far-apart segments of the support lead as well to order 1 fluctuations, which in general destroy the gaussianity of
(1.2.25) and the central limit theorem. This phenomenon was predicted in [129], and given a precise form in [28, 135]: the
Gaussian behaviour is in first approximation convoluted with the law of a discrete Gaussian variable, i.e. supported on a
lattice of an arithmetic progression on R with step of order 1 and depending on f , and whose initial term drifts with N at
a speed of order 1. As a result, the fluctuations display a Gaussian behaviour with interference fringes which are displaced
when N → N + 1.

1.3 Generalisations
It is fair to say that there exists presently a pretty good understanding of large-N asymptotic expansions of β ensembles. The
main remaining open questions concern the description of the asymptotic expansion uniformly around critical points (viz.
when the number of cuts changes) and the possibility to relax the regularity of the potential, for instance by allowing the
existence of singularities, e.g. of the Fisher–Hartwig type5. What we would like to stress is that the techniques of asymptotic
analysis described so far are effective in the sense that they allow, upon certain more or less obvious generalisations of
technical details, treating various instances of other multiple integrals.

The framework of small enough perturbation of the Gaussian potential is, in general, the easiest to deal with. Asymptotic
expansions for hermitian multi-matrix models have been obtained in such a setting. For instance, the expansion including

5Although, even in these two cases, some partial progress has been achieved at β = 2 where one can build on the Riemann–Hilbert approach [16, 44, 52].
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the first sub-leading order was derived for a two-matrix model by Guionnet and Maurel-Segala [83], the one to all orders
for multi-matrix models by Maurel-Segala [116] and the one to all orders for unitary random matrices in external fields was
then obtained by an appropriate adaptation of the analysis of Schwinger-Dyson equations in [84]. Multi-matrix models are
interesting in operator algebras, since their ring of observables in the large N limit give planar algebras. Without claiming
exhaustiveness, they also appear in the theory of random tilings of arbitrary two-dimensional domains [22, 68], in gauge
theories [19] and topological strings via the topological vertex [71, 140]. Most of the time, however, the technology for their
asymptotic analysis is not sufficiently developed at present for the purposes of theoretical physics and algebraic geometry,
even in the (rare) case where the integrand is real-valued. In fact, even the mere task of establishing the leading order
asymptotics under fairly general assumptions is an open problem.

Another natural generalisation of β-ensembles consists in replacing the one-particle varying potential N · V by a regular
and varying multi-particle potential

N
N∑

a=1

V(λa) ↪→
r∑

p=1

N2−p

p!

∑
1≤i1,...,ip≤N

Vp
(
λi1 , . . . , λip

)
. (1.3.1)

For r = 2, such interactions were studied by Götze, Venker [81] and Venker [145] who showed that the bulk behaviour falls
in the universality class of β-ensembles. For general r, Borot [23] has shown that the formal asymptotic expansion of the
partition function subordinate to multi-particle potentials is captured by a generalisation of the topological recursion. The
existence of the all-order asymptotic expansion was established by the authors in [30] under certain regularity assumptions
on the multi-particle interactions. Note that for perturbations of the Gaussian potential of the form (1.3.1) the hypothesis
of [30] are indeed satisfied. We give below a non-exhaustive list of physically interesting models with r = 2. The ones
encountered in integrable models of statistical physics will be pointed out in Section 1.5.3.

Biorthogonal ensembles

For r = 2 and when β = 2, the structure of such models becomes determinantal in the special cases where the two-body
interaction takes the form:

V2(λ1, λ2) = ln
( (

f (λ2) − f (λ1)
)(

g(λ2) − g(λ1)
)

(λ2 − λ1)2

)
. (1.3.2)

It is well known that, then, the associated multiple integrals can be fully characterised in terms of appropriate systems of
bi-orthogonal polynomials in the sense of [100]. By bi-orthogonal polynomials, we mean two families of monic polynomials
{Pn}n∈N and {Qn}n∈N with deg[Pn] = deg[Qn] = n and which satisfy∫

R

Pn
(
f (λ)

) · [g(λ)
] j ·e−NV(λ) ·dλ = 0 and

∫
R

Qn
(
g(λ)

) · [ f (λ)
] j ·e−NV(λ) ·dλ = 0 for j ∈ {0, . . . , n−1} . (1.3.3)

The system of bi-orthogonal polynomials subordinate to f and g exists and is unique for instance when f and g are real-
valued and monotone functions. In that case, the multiple integral of interest can be recast as a determinant which, in turn,
can be evaluated in terms of the overlaps involving the polynomials Pn and Qn by carrying out linear combinations of lines
and columns of the determinant:

detN
j,k∈[[ 1 ; N ]]

[ ∫
R

[
f (λ)

] j−1 · [g(λ)
]k−1 · e−NV(λ) · dλ

]
=

N−1∏
n=0

{ ∫
R

Pn
(
f (λ)

) · Qn
(
g(λ)

) · e−NV(λ) · dλ
}
.

It is due to their connections to bi-orthogonal polynomials that such multiple integrals are referred to as bi-orthogonal
ensembles. The case f (λ) = λθ and g(λ) = λ is of special interest, since the bi-orthogonal polynomials can be effectively
described. In [21] Borodin was able to establish certain universality results for specific examples of confining potentials V .
Furthermore, it was observed, first on a specific example by Claeys and Wang [46] and then in full generality by Claeys and
Romano [45] that the bi-orthogonal polynomials can be characterised by means of a Riemann-Hilbert problem. However, for
the moment, the Riemann–Hilbert problem-based machinery still did not lead to the asymptotic evaluation of the associated
partition functions.
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Statistical physics in two-dimensional random lattices

For β = 2, with the same precise meaning that was discussed in Section 1.1.2, the N-fold integral:∫
RN

∏
1≤a<b≤N

|λa − λb|2 exp
{1

u

(
−

N∑
a=1

N λ2
a

2
+

r∑
p≥1

H∑
h≥0

N2−2h−p

p!

∑
m1,...,mp≥1

1≤a1,...,ap≤N

t(h)
m1,...,mp

p∏
i=1

λmi
ai

mi

)}
· dNλ

enumerates maps whose faces, instead of being restricted to be homeomorphic to disks, can have any topology. Each face
homeomorphic to a surface of genus h, with p boundaries of respective perimeters m1, . . . ,mp, is counted with a local weight
t(h)
m1,...,mp . This model was introduced in [23], and encompasses a large class of statistical physics models on two-dimensional

random lattices. The simplest ones occur for r = 2, and the only other interesting cases we are aware of have r = ∞. The
general r = 2 case is equivalent to the enumeration of maps carrying a configuration of self-avoiding loops crossing certain
faces, each loop being counted with a Boltzmann weight n. The special case where the faces crossed by the loops are all
triangles corresponds to:

V2(x, y) = −n ln
∣∣∣1 − z · (λa + λb)

∣∣∣ (1.3.4)

where z is the local weight per triangle crossed by a loop. This is the O(n) loop model which was first introduced by Kostov
[101]. The 6-vertex model on a random lattice [102] is realised by:

V2(x, y) = −4 ln
∣∣∣e iγ

2 λa − e−
iγ
2 λb

∣∣∣ . (1.3.5)

In (1.3.4) for |n| < 2 and in (1.3.5) for any real γ, the existence and uniqueness of the equilibrium measure is known, and the
results of [30] for an all-order asymptotic analysis apply within the one-cut hypothesis6.

Chern-Simons theory in Seifert spaces

The perturbative expansions of SU(N) gauge theories lead to a weighted enumeration of Feynman graphs, which are dual to
embedded graphs in surfaces, and t’Hooft observed that the N-dependence of the weights only comes from the topology of
the surface. For this reason, N-fold integrals related to matrix models are very common in gauge theories, although the form
of the probability measure might be complicated. For Chern-Simons theory on a simple class of three-dimensional manifolds
M called Seifert spaces (which include the three-sphere), the measure can be explicitly computed [11, 114], and leads to a
partition function for β = 2 and r = 2 with one-point and two-point interactions

V1(λ) = c2 ·
(ln λ)2

2u
+ c1 · ln λ, V2(λ1, λ2) =

k∑
i=1

ln
(λai

1 − λ
ai
2

λ1 − λ2

)
where (a1, . . . , ak) are integers, c1, c2 rational numbers related to the geometry of M , and u is related to the coupling constant
of the Chern-Simons theory. In this case of interest, the integration runs through (R+)N . For the cases χ = 2−k+

∑k
i=1 a−1

i ≥ 0,
the suitably defined energy functional is convex, and this implies existence and uniqueness of the equilibrium measure. The
cases 2 − k +

∑k
i=1 a−1

i < 0 are rather interesting: although one does not know currently how to prove uniqueness of the
equilibrium measure via potential theory by lack of convexity, Monte-Carlo simulations of the distribution of eigenvalues by
Weiße seems to indicate that it should be unique [26, Appendix]. The all-order asymptotic expansion of the correlators in
these models receive an interpretation in terms of perturbative knot invariants in M , and by large N-dualities, they can be
related to topological strings amplitudes in suitable target spaces [26, 25]. As an example of application of the existence of
the all-order large-N asymptotic expansion established in [30], Borot and Eynard derived some arithmetic properties of these
perturbative knot invariants in [26].

Multispecies β-ensembles

The β-ensemble with the two-point interactions can be generalised to several types of particles, and appear in the study
of coupling between conformal field theories with internal degrees of freedom (describing matter) and two-dimensional

6It was shown in [24], under fairly general hypothesis, that the equilibrium measures relevant for combinatorics are supported on a single segment.
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quantum gravity. From the probabilistic point of view, these models are potentially the source of new universality classes
that can be more usually found in multi-matrix models. But, as they are already written as N-fold integrals, their study is
much simpler than the multi-matrix models in which it is necessary to integrate over spaces of (non-commuting) matrices,
without the possibility of simultaneous diagonalisation.

Let D be a graph having M vertices and possibly multiple edges, and let A stand for its adjacency matrix –viz. Av,w

corresponds to the number of edges that link the vertices v and w–. [96] introduced the N-fold integral:∫
RN

∏
v∈D

Nv∏
a=1

{
dλ(v)

a e−NVv(λ(v)
a )

}
·
∏
a<b

∣∣∣λ(v)
a − λ

(v)
b

∣∣∣2 ∏
{v,w} edge

in D

∏
1≤a≤Nv
1≤b≤Nw

∣∣∣λ(v)
a − λ

(w)
b

∣∣∣− Av,w
2 . (1.3.6)

The
{
λ(v)

a
}Nv
a=1 are thought as the positions of Nv particles of type v, and N =

∑
v∈D Nv denote the total number of particles.

These models appear in the N = 2 supersymmetric gauge theories associated to ADE quivers [61]. Their study has been
revived recently [19, 96] in view of the conjectures of Alday-Gaiotto-Tachikawa [111] which propose a precise relation
between four-dimensional quiver gauge theories and the conformal blocks of Liouville theory of two-dimensional quantum
gravity.

Kostov introduced the slightly different model:∫
(R+)N

∏
v∈D

Nv∏
a=1

{
dλ(v)

a e−NVv(λ(v)
a )

} ∏
1≤a<b≤Nv

∣∣∣λ(v)
a − λ

(v)
b

∣∣∣2 · ∏
{v,w} edge
∈D

∏
1≤a≤Nv
1≤b≤Nw

∣∣∣λ(v)
a + λ

(w)
b

∣∣∣− Av,w
2 . (1.3.7)

Its partition function enumerates maps in which each face has a colour chosen among the set of vertices of D, restricted
in such a way that faces of colour v and v′ can be adjacent if and only if there is an edge between v and v′ in D. Each
interface between a cluster of colour v and a cluster of colour v′ is weighted by the number of edges between v and v′ in
D. Up to an affine change of variables, we retrieve the O(n)-model (1.3.4) in the case in which D has a single vertex from
which issue n loops. The q-Potts model corresponds to the case whereD is the complete graph on q vertices, and the model
corresponding to D ="the Dynkin diagram of type An" is called the (restricted) height model. One can show [27, Lemma
5.5] that the suitably defined energy functional for these models is strictly convex if and only if (2 − A) is the Cartan matrix
of a Dynkin diagram of type A, D, or E, or of the extended Dynkin diagrams Â, D̂, or Ê, or of the cyclic graph. The N-fold
integral (1.3.7) is simpler to analyse than (1.3.6) due to the absence † of logarithmic singularities when λ(v)

a = λ(w)
b . New

universality classes remembering the ADE symmetries occur precisely when the confining potentials Vv are tuned so that
the support S v of the equilibrium measure for the particles of type v approaches 0. Indeed, at the vicinity of 0 the attractive
interaction with −λ(w)

a of all other particles will change the local distribution of the particles. To our knowledge, the universal
distributions governing these universality classes have not been derived (although the original work of [96] exhibits some
integrable structure in these models), maybe because this model is not so well-known in the community working in random
matrix theory from the point of view of probabilities.

Conduction in disordered wires

Experiments showed that the properties of quantum transport of electrons in chaotic cavities feature some universality, and
therefore, one can expect to capture these properties as typical in an ensemble of random cavities. The simplest model
consists of two cavities related by two wires, in which N modes can propagate. Landauer theory describes the conduction in
such a system by a 2N × 2N scattering matrix:

S =
(

r t′
t r

)
such that the amplitudes of the N modes in the first cavity is related to the amplitudes of the N modes in the second cavity by
multiplication by S. Conservation of the current implies that S is unitary, and in turn this implies that the matrices tt†, t′(t′)†,
1 − rr† and 1 − r′(r′)† have identical spectrum consisting of N eigenvalues λ1, . . . , λN ∈ [0 ; 1]. To understand the transport
properties in this setting, it is necessary to investigate the behaviour of the linear statistics

∑n
a=1 f (λa).

†The singularities at λ(v)
a = −λ(w)

b are absent since the integration runs through R+
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In the model, the distribution of the λa is drawn from a β-ensemble with V(λ) proportional to ln λ. In a model of non-ideal
leads and for β = 2, the distribution depending on the mean free path ℓ and the length L of the wire is proportional to [15]:

∏
1≤a<b≤N

|λa − λb| ·
N∏

a=1

e−NV(λa) · det
1≤a,b≤N

Ka
[
L/ℓN ; λb

] · dNλ (1.3.8)

for kernels Ka which involve Gauss hypergeometric functions, whereas for β , 2 it is unknown. In the metallic regime,
we have 1 ≪ L/ℓ ≪ N, and the distribution (1.3.8) simplifies drastically to a β-ensemble (here, for all β = 1, 2, 4) with a
two-body interaction:

N∏
a=1

e−NV(λa) ·
∏

1≤a<b≤N

∣∣∣λa − λb

∣∣∣ · ∣∣∣argsech2(λ1/2
a ) − argsech2(λ1/2

b )
∣∣∣ · dNλ (1.3.9)

where sech(x) = 1
coshx and argsech is its reciprocal function, and V is some explicit one-body interaction. Whereas (1.3.9)

falls into the class of models which can be treated with the existing methods of [30], the structure of (1.3.8) is much more
involved and goes beyond the present technology based on Schwinger-Dyson equations.

We refer to [14] and references therein for a justification of these distributions, as well as for a deeper overview of the
relations between random matrix theory (notably in the form of N-fold integrals) and quantum transport.

1.4 β-ensembles with non-varying weights
In all the examples of the multiple integrals discussed so far, the interaction potential V is preceded by a power of N. This
scaling ensures that, for typical configurations of the λa’s, the logarithmic repulsion is of the same order of magnitude in
N than the confining potential. As a consequence, with overwhelming probability when N → ∞, the integration variables
remain in a bounded region and exhibit a typical spacing 1/N. The scheme developed in [1, 29, 30, 55] for the asymptotic
analysis was adapted to this particular tuning of the interactions with N and, in general, breaks down if the nature of the
balance between the interactions changes.

Serious problems relative to extracting the large-N asymptotic behaviour already start to arise in the case of non-varying
weights, i.e. for multiple integrals:∫

RN

N∏
a<b

|ya − yb|β
N∏

a=1

e−W(ya) · dN y . (1.4.1)

Indeed, consider the integral (1.4.1) for N-large and focus on the contribution of a bounded domain of RN . In this case, the
logarithmic interactions are dominant with respect to the confinement (and this by one order in N): the dominant contribution
of such a region is obtained by spacing the ya’s as far apart as possible. Increasing the size of such a bounded region will
increase the value of the dominant contribution, at least until the confining nature of the potential kicks in. Hence, to identify
the configuration maximising the value of the integral, one should rescale the integration variables as ya = TNλa with
TN → ∞. The sequence TN would then be chosen in such a way that the 2-body interaction and the confinement ensured by
the potential have the same order of magnitude in N, the ideal situation being:

W(TNλ) = N · VN(λ) with VN(λ) = V∞(λ) · (1 + o(1)
)

(1.4.2)

for some potential V∞ and pointwise almost-everywhere in λ. These new variables λ are typically distributed in a bounded
region and have a typical spacing 1/N.

The simplest illustration of such a mechanism issues from the case of a polynomial potential V(λ) =
∑2ℓ

a=1 caλ
a, c2ℓ > 0.

In this case, the sequence TN takes the form TN = N1/(2ℓ). Note that, up to a trivial prefactor, the two-body interaction
λ 7→ |λ|β is invariant under dilatations. As a consequence, for polynomial potentials, the asymptotic analysis can still be
carried out by means of the previously described methods [54], with minor technical complications due to the handling of a
N-dependent potential. Although illustrative, the polynomial case is by far not representative of the complexity represented
by working with non-varying weights. Indeed, the genuinely hard part of the analysis stems form the fact that, in principle,
in the expansion (1.4.2):
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• the remainder may not be "sufficiently" uniform ;

• the non-varying potential W may have singularities in the complex plane. This last scenario means that the singularities
of the rescaled potential VN given in (1.4.2) will collapse, with a N-dependent rate, on the integration domain.

In this situation, the usual scheme for obtaining sub-leading corrections breaks down. So far, the large-N asymptotic analysis
of a "non-trivial" multiple integral of the type (1.4.1) were carried out only when β = 2 and this for only a handful of
examples. Zinn-Justin [149] proposed an N-fold multiple integral representation of the type (1.4.2) for the partition function
of the six-vertex model in its massless phase and subject to domain wall boundary conditions. By using a proper rescaling of
the variables suggested in [149], Bleher and Fokin [18] carried out the large-N asymptotic analysis of the associated multiple
integral within the Riemann–Hilbert problem approach to orthogonal polynomials. The most delicate point of their analysis
was to absorb the contribution of the sequence of poles ζn/N, n = 1, 2, . . . , of the rescaled potential that were collapsing on
R. In fine, they obtained the asymptotic expansion of the logarithm of the integral up to o(1) corrections.

The situation may, in fact, very easily be much worse than the scheme described above, simply because (1.4.2) might
not even hold to the leading order with an N-independent V∞. A simple example can be provided by W(y) = y2(3 + cos(y))
whose rescaled large-N leading behaviour has N-dependent oscillatory terms.

To conclude, it seems fair to state that despite the considerable developments that took place over the last 20 years in
the field of large-N asymptotic expansion of N-dimensional integrals, the techniques of asymptotic analysis are still far from
enabling one to grasp the large-N asymptotic behaviour of multiple integrals lacking the presence of a scaling of interactions.
Such integrals arise quite naturally in concrete applications. For instance, it is well known that correlation functions in
quantum integrable models are described by N-fold multiple integrals [89, 90, 91, 98] or series thereof [97]. Usually, for
reasons stemming from the physics of the underlying model, one is interested in the large-N behaviour of these integrals and,
in particular, in the constant term arising in their asymptotics. However, for most cases of interest, the given N-fold integrals
have a much too complicated integrand in order to apply any of the existing methods of analysis.

1.5 The integrals issued from the method of quantum separation of variables

1.5.1 The quantum separation of variables for the Toda chain
The quantum separation of variables method refers to a technique allowing one the determination of the spectrum, eigenvec-
tors and correlation functions of quantum integrable models. The method takes its roots in the 1985 work of Sklyanin [137]
and applies to a wide range of lattice quantum integrable models such as spin chains [76, 99, 122, 123], lattice discretisations
of quantum field theories in 1+1 dimensions [35, 82, 126] or multi-particle quantum Hamiltonians [94, 95, 137]. We will
outline the main ideas of the method on the example of the open quantum Toda chain Hamiltonian with (N + 1)-particles
[10]:

HToda =

N+1∑
a=1

p2
a

2
+ exN+1−x1 +

N∑
a=1

exa−xa+1 . (1.5.1)

Above, xa is to be understood as the operator of multiplication by the a-th coordinate xa · Φ(x) = xaΦ(x) while pa is the
canonically conjugated operator, pa · Φ(x) = −iℏ∂Φ(x)/∂xa, so that

[
xa, pb

]
= δa,biℏ. Here, x denotes a N + 1 dimensional

vector x = (x1, . . . , xN+1). Within such a realisation of the operators xn and pn, the Toda chain Hamiltonian is a multi-
dimensional partial differential operator acting on the Hilbert spaceHToda = L2(RN+1, dN+1x

)
.

The quantum Toda chain Hamiltonian is a quantum integrable model. This means, among other things, that HToda can be
embedded into a family {tk}Nk=0 of operators in involution, conveniently collected as coefficients of the polynomial:

t(λ) = λN+1 +

N+1∑
k=0

(−1)N+1−kλk tk (1.5.2)

such that HTd = t2 − t2
1. Thus, solving the spectral problem associated with HTd means, in fact, solving a multi-dimensional

(due to the dimensionality of the ambient space) and multi-parameter (due to the necessity to keep track of eigenvalues tk of
the operators tk) spectral problem

tk · Φ(x) = tk · Φ(x) . (1.5.3)
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Since the model is translation invariant, its spectrum will contain a Lebesgue continuous part corresponding to the spectrum
of the total momentum operator Ptot =

∑N+1
a=1 pa. However, if one puts oneself in the centre of mass frame, or if one fixes the

origin of coordinates at xN+1, viz. sets xN+1 = 0, then the restricted operator has already a purely point-wise spectrum, see
e.g. [4].

The idea of quantum separation of variables is to build – using the various symmetries stemming from the quantum
integrability of the model – a unitary transform:

U : Hsep = L2(RN+1, dν
) −→ HToda = L2(RN+1, dN+1x

)
(1.5.4)

such that the transformed operator U −1t(λ)U becomes "separated". The L2 spaceHsep is endowed with a measure dν which
is part of the unknowns in the problem of constructing U . By "separated", we mean that one would like U to intertwine
the t(λ) operator with a direct sum of finite difference operators in one-variable. It turns out that this problem can be solved.
The measure dν onHsep factorizes dν = dµ⊗dε into a product of a "trivial" one-dimensional Lebesgue measure dε that takes
into account the spectrum ε of the total momentum operator, and a non-trivial measure dµ which is absolutely continuous in
respect to the N-dimensional Lebesgue measure dN y and takes the form

dµ(y) = µ(y) · dN y with µ(y) =
1

(2πℏ)N

N∏
a<b

{ya − yb

πℏ
· sinh

[π(ya − yb)
ℏ

]}
. (1.5.5)

When applied to sufficently well behaved functions Φ̂ ∈ Hsep, the action of the unitary operator U takes the form of an
integral transform

U
[
Φ̂
]
(x, xN+1) =

∫
RN+1

φy(x) · e i
ℏ (ε−y)xN+1 · Φ̂(y; ε) · dµ(y)

√
N!
⊗ dε with yN =

N∑
a=1

ya (1.5.6)

where x and y are N-dimensional vectors and the non-trivial ingredients φy(x) are the GL(N,R) Whittaker functions. The
unitarity of the transform U as given by (1.5.6) has been established in [146] by means of harmonic analysis on groups, and
in [106] by means of the quantum inverse scattering method.

One can show [4] that for the Toda chain, the original spectral problem attached to the family
{
t(λ)

}
λ∈C of operators in

involution, is in one-to-one correspondence with the problem of finding all solutions
(
t(λ) , qt(λ)

)
to the below Baxter T-Q

equation

t(λ) · qt(λ) = (i)N+1qt(λ + iℏ) + (−i)N+1qt(λ − iℏ) (1.5.7)

that, furthermore, satisfy the conditions:

i) t(λ) is a polynomial of the form t(λ) =
∏N+1

k=1 (λ − τk) with
{
τk

}N+1
k=1 =

{
τ∗k

}N+1
k=1 ;

ii) λ 7→ qt(λ) is entire and satisfies, for some N-dependent C > 0, to the bound

|qt(λ)| ≤ C · exp
{
− (N + 1)π

2ℏ
|Re λ|

}
|λ| N+1

2ℏ (2|Im λ|−ℏ) uniformly in λ ∈ {z ∈ C : |Im z| ≤ ℏ/2} ; (1.5.8)

iii) the roots {τk}N+1
1 satisfy to

∑N+1
k=1 τk = ε.

The condition iii) relates the τk’s to the eigenvalue ε of the total momentum operator Ptot. This constraint issues from the
fact that the Toda chain Hamiltonian is invariant under translation, hence making it more convenient to describe the spectrum
of the chain directly in a sector corresponding to a fixed eigenvalue ε of Ptot. After such a reduction, qt represents the
"normalisable" part of the Toda chain eigenfunction, associated with the purely point-wise spectrum. More precisely, if
(t(λ), qt(λ)) is a solution to the T − Q equation (1.5.7) then

Φε;t(x, xN+1) =
∫
RN+1

φy(x) · e i
ℏ (ε−y)xN+1 ·

N∏
a=1

{
qt(ya)

} · f (ε) · dµ(y)
√

N!
⊗ dε (1.5.9)
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represents a wave packet having a dispersion in ε momentum space given by f ∈ L1(R). Further the function

Φ
(norm)
ε;t (x) =

∫
RN

φy(x) ·
N∏

a=1

{
qt(ya)

} · dµ(yN)
√

N!
(1.5.10)

represents the "normalisable" part of the generalised eigenfunction of the operators t(λ) associated with the eigenvalues t(λ)
and a total momentum ε. One speaks of a separation of variables since the normalisable part of the generalised eigenfunction
is given by a product of functions in one variable qt(λa), a = 1, . . . ,N.

The spectral problem associated with the Baxter equation might seem under-determined, in the sense that it contains
too many unknowns. To convince oneself of the contrary, at least heuristically, it is helpful to make the parallel with the
Sturm-Liouville spectral problem

find all
(
E, f

) ∈ R × H2(R) such that − f ′′(x) + V(x) f (x) = E · f (x) (1.5.11)

with V sufficiently regular and growing fast enough at infinity and H2(R) is the second Sobolev space. Although the above
ordinary differential equation admits two linearly independent solutions for any value of E, only for very specific values
of E does one finds solutions belonging to H2(R). Regarding to (1.5.7), the regularity and growth requirements on qt play
the same role as the H2(R) space in the Sturm-Liouville problem: the T-Q equation admits solutions (t, qt) belonging to the
desired class only for well-tuned monic polynomials of degree N + 1. It is precisely this effect that gives rise to so-called
quantisation conditions for the Toda chain.

In light of the above discussion, the quantum separation of variables may be thought of as a way to map a multi-parameter
and multi-dimensional spectral problem onto a multi-parameter (so as to keep track of the different eigenvalues of the tk’s)
but one-dimensional spectral problem. This results in a tremendous simplification of the problem.

Nekrasov and Shatashvilii conjectured in [121] and Kozlowski and Teschner later proved in [107] that it is possible to
construct all solutions to the T − Q equation for the Toda chain through solutions to non-linear integral equations. Namely,
let σ = {σk}N+1

k=1 be complex numbers satisfying |Imσk | < ℏ/2 and let ln Yσ denote the continuous and bounded on R solution
(if it exists) to the non-linear integral equation:

ln Yσ(λ) =
∫
R

dµ K(λ − µ) ln
(
1 +

Yσ(µ)
ϑ(µ − iℏ/2)ϑ(µ + iℏ/2)

)
, (1.5.12)

where

K (λ) =
ℏ

π(λ2 + ℏ2)
and ϑ(λ) =

N+1∏
k=1

(λ − σk) . (1.5.13)

Starting from Yσ one constructs the functions:

ln v↑ (λ) = −
∫
R

dµ
2iπ

1
λ − µ + iℏ/2

· ln
(
1 +

Yσ (µ)
ϑ (µ − iℏ/2)ϑ (µ + iℏ/2)

)
, (1.5.14)

and

ln v↓ (λ − iℏ) =
∫
R

dµ
2iπ

1
λ − µ − iℏ/2

ln
(
1 +

Yσ (µ)
ϑ (µ − iℏ/2)ϑ (µ + iℏ/2)

)
. (1.5.15)

These auxiliary functions v↑/↓ then give rise to the functions

q
+
σ(λ) =

ℏi (N+1)λ
ℏ e−

(N+1)π
ℏ λ · v↑ (λ)

N+1∏
k=1

{
Γ

(
1 − i

λ − σk

ℏ

)} , q
−
σ(λ) =

ℏ−i (N+1)λ
ℏ e−

(N+1)π
ℏ λ · v↓ (λ − iℏ)

N+1∏
k=1

{
Γ

(
1 + i

λ − σk

ℏ

)} . (1.5.16)

One can show that the ratio

tσ(λ) =
q+σ(λ − iℏ)q−σ(λ + iℏ) − q+σ(λ + iℏ)q−σ(λ − iℏ)
q+σ(λ)q−σ(λ + iℏ) − q+σ(λ + iℏ)q−σ(λ)

(1.5.17)
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is, in fact, a monic polynomial in λ of degree (N +1) that has, furthermore, a self-conjugated set of roots. All these quantities
being given one constructs the function, depending on σ and a parameter ζ:

qσ(λ) =
q+σ(λ) − ζq−σ(λ)∏N+1

k=1
{
e−

πλ
ℏ sinh π

ℏ
(λ − σk)

} (1.5.18)

which is a meromorphic solution to the T-Q equation associated with the polynomial tσ(λ) that, furthermore, satisfies to
the growth estimates (1.5.8). The pair (tσ, qσ) provides ones with a solution to the Baxter T-Q equation if and only if the
parameters {σl}N+1

l=1 and ζ satisfy to the quantisation conditions, for any k ∈ {1, . . . ,N + 1}:

2πnk =
(N + 1)σk

ℏ
ln ℏ + i ln ζ − i

N+1∑
m=1

ln
Γ
(
1 + i(σk − σm)/ℏ

)
Γ
(
1 − i(σk − σm)/ℏ

) (1.5.19)

+

∫
R

dτ
2π

{
1

σk − τ + iℏ/2
+

1
σk − τ − iℏ/2

}
ln

(
1 +

Yσ (τ)
ϑ (τ − iℏ/2)ϑ (τ + iℏ/2)

)

and
N+1∑
k=1

σk = ε.

It was shown in [107] that any solution to the T-Q equation gives rise to a solution Yσ to (1.5.12) with a set of parameters
σ = {σk}N+1

k=1 satisfying to the quantisation conditions (1.5.19) and, reciprocally, that any solution to (1.5.12) with parameters
σ satisfying to (1.5.19) gives rise to the solution (tσ(λ), qσ(λ)) to the T-Q equations.

1.5.2 Multiple integral representations
The objects of main interest to the physics of a quantum integrable model are its correlation functions, namely expectation
values of products of certain physically relevant operators taken between two eigenstates of the Hamiltonian of the model.
The simplest such objects are the form factors, namely expectation values of so-called quasi-local operators. In the language
of the Toda chain, such operators only act on a fixed subset of variables (x1, . . . , xr). The knowledge of form factors allows
one, in principle, to access to all correlation functions involving products of quasi-local operators acting on different sets of
variables: it is enough to insert the closure relation in between each of the operators. In order to compute the form factors of
local operators within the quantum separation of variables method, one has to solve the inverse problem, that is to say find
how the given local operator of interest is intertwined by the U -transform. In other words, one should find how the given
operator onHToda acts on the spaceHsep where the separation of variables is realised. This inverse problem has been solved
for different examples of quasi-local operators and for various models [8, 9, 82, 105, 122, 124, 125, 139].

• The Toda chain

The resolution of the inverse problem for the Toda chain has been pioneered by Babelon [8, 9] in 2002 and further developed
in the works [105, 139]. These results, along with the unitarity of the separation of variables transform U lead to multiple
integral representations for the form factors.

Let Φε;t and Φε;t′ be two eigenfunctions of the Toda chain in the sector characterised by the total momentum ε and built
up from solutions to the Baxter T-Q equation associated with the polynomials t(λ) and t′(λ). The associated finite part of the
form factor7 of the operator

∏r
a=1

{
exa−xN+1

}
takes the form

(
Φε;t′ ,

r∏
a=1

{
exa−xN+1

}
· Φε;t

)
|xN+1=0

=
N!

r!(N − r)!

∫
RN

N∏
a<b

{(ya − yb

πℏ

)
sinh

[π(ya − yb)
ℏ

]}
·

N∏
a=1

{(
qt′ (ya)

)∗qt(ya)
}

×
r∏

a=1

{qt(ya + iℏ)
qt(ya)

·
N∏

b=r+1

[ i
ya − yb

]}
· dN y

(2πℏ)N . (1.5.20)

The index | xN+1 = 0 refers to the fact that the coordinates are chosen so that xN+1 = 0.
7Namely the one built up from the normalisable part of the wave function, in contrast with the non-normalisable part associated with the continuous part

of the spectrum described by ε.
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• Lukyanov’s conjecture for the Sinh-Gordon model

Lukyanov [112] argued that the vacuum expectation value of the exponential of the field operator Φ in the quantum Sinh-
Gordon model should be obtained from the properly normalised large-N limit

⟨eαΦ⟩R = lim
N→+∞

{( N
mR

)θ zα
z0

}
with θ =

α2

2(1 + b2)(1 + b−2)
. (1.5.21)

In the above expression m is the Sinh-Gordon mass parameter, 2πR is the volume, b is the coupling constant, and zα is given
by the N-fold multiple-integral representation

zα =

∫
RN

N∏
k<ℓ

{
sinh

[
(1 + b2)(yk − yℓ)

] · sinh
[
(1 + b−2)(yk − yℓ)

]} · N∏
a=1

{
e−Wα(λa)

}
· dN y . (1.5.22)

The one-body interaction is given by the confining potential

Wα(λ) = −αλ + mR cosh(λ)

2 sin
(

π

1 + b2

) − ∫
R

ln
[
1 + e−E(µ)

]
cosh(λ − µ)

· dµ
π
. (1.5.23)

Its expression involves the E solution to the non-linear integral equation

E(λ) = 2πmR cosh(λ) −
∫
R

Φ(λ − µ) ln
[
1 + e−E(µ)

]
· dµ (1.5.24)

whose integral kernel takes the form

Φ(µ) =
cosh(µ) cos(τ)

cosh(λ + iτ) cosh(λ − iτ)
where τ =

π(b2 − b−2)
2(2 + b2 + b−2)

. (1.5.25)

It is easy to see by using Banach’s fixed point theorem that, at least for R large enough, the non-linear integral equations
admits a unique solution E ∈ L∞(R).

Per se Lukyanov’s conjecture [112] takes its roots in semi-classical reasonings applied to the classical Sinh-Gordon
model in finite volume. Later, Bytsko and Teschner [35] proposed a lattice discretisation version of the quantum Sinh-
Gordon model in finite volume 2πR and implemented the quantum separation of variables for this model. Teschner [141]
provided a characterisation of the solutions to the T-Q equation which describes the spectrum of that model. The results
of these two papers suggest a representation for the expectation value of the exponential of the field in the quantum Sinh-
Gordon model slightly more complex than (1.5.21): the confining potential (1.5.23) arising in zα should be replaced by a
more involved expression which, in particular, depends on N. We will however not provide this explicit form here. It is
an open question whether the limit (1.5.21) exists and if it exists whether it takes the same value when one inserts in zα
the potential conjectured by Lukyanov and the one suggested by Teschner’s analysis. Note that a thorough characterisation
of

⟨
eαΦ

⟩
R has been recently conjectured by Negro and Smirnov in [120] on completely independent grounds; it is an open

question whether the limit (1.5.21) does indeed gives rise to the same object.

• General structure of form factors in the quantum separation of variables method

It is possible to obtain multiple integral representations for the form factors arising in other models solvable by the quantum
separation of variables. Although we shall not discuss the precise form taken by these representation, the main feature is that
the form factors are either directly expressed – as in the case of the Lukyanov integral (1.5.22) – or very closely related – as
in the case of the position operator form factor of the Toda chain (1.5.20) – to multiple integrals of the type∫

C N

N∏
a<b

{
sinh[πω1(ya − yb)] sinh[πω2(ya − yb)]

}β
·

N∏
a=1

e−W(ya) · dN y (1.5.26)

or their degenerations when some of theωk’s are send to 0. There C is some curve in the complex plane which, in the simplest
cases discussed above, coincides with R. The coefficients ω1, ω2 are related to the given model’s coupling constants. The
confining potential W, which can be N-dependent, contains all the informations on the eigenfunctions and the operator
involved in the form factor.
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1.5.3 The goal of the book

This work aims at developing the main features of a theory that would enable one to extract the large-N asymptotic behaviour
out of the class of multiple integrals that naturally arises in the context of the so-called quantum separation of variables
method:

zN[W] =
∫
RN

N∏
a<b

{
sinh[πω1(ya − yb)] sinh[πω2(ya − yb)]

}β
·

N∏
a=1

e−W(ya) · dN y . (1.5.27)

As discussed earlier on, the examples issuing from the quantum separation of variables correspond to taking β = 1 and
specific choices of the potential W. Independently of its numerous potential applications to physics, should one only have
in mind characterising the large-N behaviour of N-fold multiple integrals, it is precisely the class of integrals described
by (1.5.27) that constitutes naturally the next one to investigate and understand after the β-ensembles issued ones (1.1.1)
and (1.3.1). Indeed, on the one hand the integrand in (1.5.27) bears certain structural similarities with the one arising in
β-ensembles. On the other hand, it brings two new features into the game. Therefore, zN[W] provides one with a good
playground for pushing forward the methods of asymptotic analysis of N-fold integrals and learning how to circumvent or
deal with certain of the problematic features mentioned in Sub-Section 1.4. To be more precise, the main features of the
integrand in zN[W] which constitute an obstruction to applying the already established methods stem from the presence of

• a non-varying confining one-body potential W;

• a two-body interaction that has the same local (viz. when λa → λb) singularity structure as in the β-ensemble case,
while breaking other properties of the Van-der-Monde interaction such as the invariance under a re-scaling of all the
integration variables.

Although the tools of asymptotic analysis discussed previously break down or have to be altered in a significant way, a certain
analogy with matrix models and β-ensembles persists. Indeed, upon a proper rescaling in the spirit of Sub-Section 1.4, one
can show for certain examples of potentials that the integral localises at a configuration of the integration variables in such
a way that these condense, in the large-N limit, with a density ρeq. In fact, we show in Appendix B that it is possible to
repeat, with some modifications, the large-deviation approach to β-ensemble integrals so as to obtain the leading asymptotic
behaviour of ln zN[W] for certain instances of confining potentials W. However, in order to go beyond the leading asymptotic
behaviour of the logarithm, one has to alter the picture and work directly at the level of the rescaled model

ZN[V] =
∫
RN

N∏
a<b

{
sinh

[
πω1Nα(λa − λb)

]
sinh

[
πω2Nα(λa − λb)

]}β · N∏
a=1

{
e−N1+αV(λa)

}
·

N∏
a=1

dλa . (1.5.28)

This integral is related to zN[W] by a rescaling of the integration variables. The exponent α is fixed by the growth of the
original potential W at infinity. Finally, the potential V should depend on N and correspond to some rescaling of the original
potential W. In fact, the main result obtained in the present paper deals with the large-N asymptotic expansion of the rescaled
partition function ZN[V] and this in the case where

• the potential V is smooth, strictly convex, has sub-exponential growth and is N-independent. ;

• 0 < α < 1/6;

The first assumption is more than enough to carry the large deviation analysis, which gives the leading order of ln ZN[V] as
well as a O(N1+α) bound for the error term, while the second assumption appears in the course of the bootstrap analysis of the
Schwinger-Dyson equations. Per se, the application of our technique and results to computing the asymptotics of the original
integral zN[W] would demand to take a N dependent potential and study ZN[VN], which is technically much more involved.
However, this problem is not conceptually different from the one studied in this book. Therefore, the setting we shall discuss
is more fit for developing the method of asymptotic analysis of this class of integrals. We shall address the question of
N-dependent potentials VN related to specific applications to quantum integrable models in a separate publication.

Within our setting, in order to grasp sub-leading corrections to ln ZN[V], one faces several difficulties:
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(i) owing to the scaling Nα, the nature of the repulsive interaction between the λa’s changes drastically between N = ∞
and N finite. Therefore, one has to keep track of the transition of scales between the per-se leading contribution –
which feels, effectively, only the brute N = ∞ behaviour of the properly normalised two-body interaction – and the
sub-leading corrections which experience the two-body interactions at all scales.

(ii) The presence of two scales N and Nα weakens a naive approach to the concentration of measures.

(iii) The derivative of the two-body interaction possesses a tower of poles that collapse down to the integration line, hence
making the use of correlators and complex variables methods to study Schwinger-Dyson equations completely inef-
fective.

(iv) The master operator arising in the Schwinger-Dyson equations is a N-dependent singular integral operator of truncated
Wiener–Hopf type. One has to invert this operator effectively and derive the fine, N-dependent bounds on its continuity
constant as an operator between spaces of sufficiently differentiable functions.

(v) The large-N behaviour of one-point functions, as fixed by a successful large-N analysis of the Schwinger-Dyson
equations, is expressed in terms of one and two dimensional integrals involving the inverse of the master operator. One
has to extract the large-N asymptotic behaviour of such integrals.

The setting of methods enabling one to overcome these problems constitutes the main contributions of this work.
First, in order to strengthen the concentration of measures and, in fact, effectively absorb part of the asymptotic expansion

into a single expression, one should work with N-dependent equilibrium measures, that is to say equilibrium measures
associated with a minimisation problem of a quadratic N-dependent functional on the space of probability measures on R.
The density of such an N-dependent measure can be expressed as an integral transform whose kernel is given by a double
integral involving the solution to an auxiliary matrix 2 × 2 Riemann–Hilbert problem. This very fact constitutes a crucial
difference with the matrix model case in that, in the latter case, the density of equilibrium measure can be expressed in terms
of the solution to a scalar Riemann–Hilbert problem, hence admitting an explicit, one-dimensional integral representation.
On top of improving numerous bounds, the use of such N-dependent equilibrium measures turns out to be crucial in order to
push the asymptotic expansion of ln ZN[V] up to o(1).

Second, the per se machinery of topological recursion mentioned earlier breaks down for this class of multiple integrals.
In order to circumvent dealing with the collapsing of poles, we develop a distributional approach to the asymptotic analysis
of Schwinger-Dyson equations. The latter demands, in particular, to have a much more precise control on its constituents.

Third, the inversion of the master operator is based on handlings of the inverse of the operator driving the singular integral
equation for the density of equilibrium measure. Obtaining fine, N dependent bounds for this operator demands to go deep
into the details of the solution of the 2×2 Riemann–Hilbert problem which arises as the building block of this inverse kernel.
We develop techniques enabling one to do so.

Finally, the precise control on the objects issuing from Schwinger-Dyson equations yield, through usual interpolation by
means of t-varying potentials, an N-dependent functional of the density of equilibrium measure – itself also depending on N
– as an answer for the large-N asymptotics of ln ZN[V]. Setting forth methods for the asymptotic analysis of this functional
demands, again, a very fine control of the inverse build through the Riemann–Hilbert problem approach. We develop such
methods, in particular, by describing the new class of special functions related to our problem.

Putting in perspective the bi-orthogonal ensembles.
At this point, it appears useful to make several comments with respect to the existing literature on bi-orthogonal ensembles.
Indeed, the applications to the quantum separation of variables correspond to setting β to 1 in zN[W] and hence ZN[V]. In
this case, these multiple integral corresponds to a bi-orthogonal ensemble. As such, they can be explicitly computed, at least
in principle, by means of the system of bi-orthogonal polynomials associated with the bi-periodic functions eπω1y, eπω2y and
with respect to the weight e−W(y) supported on R. As shown by Claeys and Wang [46] for a specific degeneration (which
corresponds basically to sending one of the ω’s in (1.5.27) to zero) and then in full extent by Claeys and Romano [45], such a
system of bi-orthogonal polynomials solves a vector Riemann-Hilbert problem. Furthermore, the non-linear steepest descent
approach [54, 55] to the uniform in the variable large degree-N asymptotics of orthogonal polynomials can be generalised
to such a bi-orthogonal setting, leading to Plancherel-Rotach like asymptotics for these bi-orthogonal polynomials [46]. In
principle, by adapting the steps of [66], one should be able to derive the large-N asymptotic expansion of the integral zN[W]
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in presence of varying weights, viz. provided the replacement W ↪→ NV is made. However, such a result would by no means
allow one for any easy generalisation to non-varying weights. Indeed, as we have argued, in the non-varying case, one rather
needs to carry out the large-N analysis of the rescaled model ZN[V]. However, starting from such a multiple integral would
imply that one should study the system of bi-orthogonal polynomials associated with the functions eπNαω1y, eπNαω2y. The
presence of Nα introduces a new scale in N to the Riemann–Hilbert analysis. Taking the latter into account would probably
demand a quite non-trivial modification of the non-linear steepest descent method.

On top of all this, one needs to construct the equilibrium measure. For similar reasons of absorbing part of the asymptotic
expansion, this measure will have to issue from the same N-dependent minimisation problem and hence correspond to the N-
dependent equilibrium measure that we construct in the present paper. However, if one goes into the details of the work [45],
one observes that these authors provide a one-fold integral representation for the density of the one-cut equilibrium measure
arising in bi-orthogonal ensembles. The kernel of this transform involves the inverse of an explicit and basic transcendental
function. Although extremely effective in the varying case, such an integral representation appears ineffective in the analysis
of ZN[V]. Indeed, then, one would have to manipulate N-dependent versions of this inverse and, in particular, obtain uniform
in N local behaviours thereof. A priori, since this inverse does not seem to admit an explicit series expansion or a manageable
integral representation, such a characterisation seems to be quite complicated. Furthermore, the transform constructed in [45]
does not exhibit explicitly the factorisation of square root singularities at the edges - in contrast to the case of the one-fold
integral representation arising in β ensembles, c.f. (1.2.4). This means that, just as in our setting, one would have to extract
the square root behaviour by hand. Therefore, although one dimensional, we believe that this transform, in the present state
of the art, is much less effective then ours, at least from the point of view of our perspective of asymptotic analysis. In
fact, when specialised to the construction of the equilibrium measure, the 2 × 2 Riemann–Hilbert analysis we use enables
us, among other things, to provide the leading, up to exponentially small corrections in N, behaviour of the inverse of the
N-rescaled map built in [45]. Thus, indirectly, our approach solves such a problem.

1.6 Notations and basic definitions

In this section, we introduce basic notations that we shall use throughout the paper.

General symbols

• o and O refer to standard domination relations between functions. In the case of matrix function M(z) and N(z), the
relation M(z) = O(N(z)) is to be understood entry-wise, viz. M jk(z) = O(N jk(z)).

• O(N−∞) means O(N−K) for arbitrarily large K’s.

• Given a set A ⊆ X, 1A stands for the indicator function of A, and Ac denotes its complement in X.

• A Greek letter appearing in bold, e.g. λ, will always denote an N-dimensional vector:

λ =
(
λ1, . . . , λN

) ∈ RN . (1.6.1)

and dNλ denotes the product of Lebesgue measures
∏N

a=1 dλa.

• given x ∈ R, ⌊x⌋ denotes the integer satisfying ⌊x⌋ ≤ x < ⌊x⌋ + 1

• Throughout the file, the curve C +reg will denote the curve depicted in Figure 5.1 appearing in § 5.1.1. This curve is such
that 2ς = dist

(
R,C +reg

)
> 0. Throughout the text, this distance will always be denoted by 2ς.

• I2 is the 2 × 2 identity matrix while σ± and σ3 stand for the Pauli matrices:

σ+ =

(
0 1
0 0

)
, σ− =

(
0 0
1 0

)
and σ3 =

(
1 0
0 −1

)
. (1.6.2)
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Functional spaces
• M1(R) denotes the space of probability measures on R. The weak topology onM1(R) is metrized by the Vasershtein

distance, defined for any two probability measure µ1 and µ2 by:

DV [µ1, µ2] = sup
f∈Lip1,1(R)

∣∣∣∣∣ ∫
R

f (ξ) d(µ1 − µ2)(ξ)
∣∣∣∣∣ , (1.6.3)

where Lip1,1(R) is the set of Lipschitz functions bounded by 1 and with Lipschitz constant bounded by 1. If f is a
bounded, Lipschitz function, its bounded Lipschitz norm is:

|| f ||BL = || f ||L∞(R) + sup
ξ,η∈R

∣∣∣∣∣∣ f (ξ) − f (η)
ξ − η

∣∣∣∣∣∣ . (1.6.4)

• Given an open subset U of Cn, O(U) refers to the ring of holomorphic functions on U. If f is a matrix of vector valued
function, the notation f ∈ O(U) is to be understood entrywise, viz. ∀ a, b one has fab ∈ O(U).

• Ck(A) refers to the space of function of class k on the manifold A. Ck
c(A) refers to the spaces built out of functions in

Ck(A) that have a compact support.

• Lp(A, dµ) refers to the space of pth-power integrable functions on a set A with respect to the measure µ. Lp(A, dµ) is
endowed with the norm

|| f ||Lp(A,dµ) =

{ ∫
A

| f (x)|p dµ(x)
} 1

p

. (1.6.5)

• More generally, given an n-dimensional manifold A, W p
k (A, dµ) refers to the pth Sobolev space of order k defined as

W p
k (A, dµ) =

{
f ∈ Lp(A, dµ) : ∂a1

x1
. . . ∂an

xn
f ∈ Lp(A, dµ) ,

n∑
ℓ=1

aℓ ≤ k with aℓ ∈ N
}
. (1.6.6)

This space is endowed with the norm

|| f ||W p
k (A,dµ) = max

{
||∂a1

x1
. . . ∂an

xn
f ||Lp(A,dµ) : aℓ ∈ N, ℓ = 1, . . . , n, and satisfying

n∑
ℓ=1

aℓ ≤ k
}
. (1.6.7)

In the following, we shall simply write Lp(A), W p
k (A) unless there will arise some ambiguity on the measure chosen

on A.

• We shall also need the N-weighted norms of order ℓ for a function f ∈ W∞
ℓ (Rn), which are defined as

N (ℓ)
N [ f ] =

ℓ∑
p=0

|| f ||W∞p (Rn)

N pα . (1.6.8)

In particular, we have the trivial bound N (ℓ)
N [ f ] ≤ ℓ|| f ||W∞k (Rn). Also, the number of variables of f is implicit in this

notation.

• The symbol F denotes the Fourier transform on L2(R) whose expression, versus L1 ∩ L2(R) functions, takes the form

F [φ](λ) =
∫
R

φ(ξ) eiξλdξ . (1.6.9)

Given µ ∈ M1(R), we shall use the same symbol for denoting its Fourier transform, viz. F [µ]. The Fourier transform
on L2(Rn) is defined with the same normalisation.
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• The sth Sobolev space on Rn is defined as

Hs(Rn) =
{
u ∈ S′(Rn) : ||u||2Hs(Rn) =

∫
Rn

(
1 +

∣∣∣ n∑
a=1

t2
a

∣∣∣ 1
2
)2s∣∣∣F [u](t1, . . . , tn)

∣∣∣2 · dn t < +∞
}
, (1.6.10)

in which S′ refers to the space of tempered distributions. We remind that given a closed subset F ⊆ Rn, Hs(F)
corresponds to the subspace of Hs(Rn) of functions whose support is contained in F.

• The subspace

Xs
(
A
)
=

{
H ∈ Hs

(
A
)

:
∫
R+iϵ

χ11(µ)F [H](Nαµ)e−iNαµbN
dµ
2iπ
= 0

}
(1.6.11)

in which A ⊆ R is closed will play an important role in the analysis. It is defined in terms of χ11, the (1, 1) entry of the
unique solution χ to the 2 × 2 matrix valued Riemann–Hilbert problem given in Section 4.2.1.

• Given a smooth curve Σ in C, the spaceMℓ
(
L2(Σ)

)
refers to ℓ × ℓ matrices with coefficients belonging to L2(Σ). It is

endowed with the norm

||M||Mℓ(L2(Σ)) =

{ ∫
Σ

∑
a,b

[
Mab(s)

]∗Mab(s) dµ(s)
} 1

2

. (1.6.12)

and ∗ denotes the complex conjugation.

Certain standard operators
• Given an oriented curve Σ ⊆ C, −Σ refers to the same curve but endowed with the opposite orientation.

• Given a function f defined on C \ Σ, with Σ an oriented curve in C, we denote -if these exists- by f±(s) the boundary
values of f (z) on Σ when the argument z approaches the point s ∈ Σ non-tangentially and from the left (+) or the
right (−) side of the curve. Furthermore, if one deals with vector or matrix-valued function, then this notation is to be
understood entry-wise.

• H± = {z ∈ C : Im (±z) > 0} is the upper/lower half-plane, and R± = {z ∈ R : ±z ≥ 0} is the closed positive/negative
real axis.

• The symbol C refers to the Cauchy transform on R:

C[ f ](λ) =
∫
R

f (s)
s − λ ·

ds
2iπ

. (1.6.13)

The ± boundary values C± define continuous operators on Hs(R) and admit the expression

C±[ f ](λ) =
f (λ)
2
+

1
2i

?
R

f (s) ds
π(s − λ)

. (1.6.14)

• Given a function f supported on a compact set A of Rn, we denote by fe an extension of f onto some compact set K
such that A ⊆ Int(K). We do stress that the compact support is part of the data of the extension. As such, it can vary
from one extension to another. However, the extension fe is always assumed to be of the same class as f . For instance,
if f is Lp(A),W p

k (A) or Ck(A), then fe is Lp(K),W p
k (K) or Ck(K).
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Chapter 2

Main results and strategy of proof

Abstract
In the first part of this chapter we gather the main results which follow from the analysis developed in this book. To start

with, in Section 2.1, we discuss an example, in Theorem 2.1.1, of the leading large-N asymptotic expansion of ln zN[W] where
zN[W] is the unscaled partition function defined by (1.5.27). We shall also argue that the large-N asymptotic behaviour of
(1.5.27) – whose integrand does not depend explicitly on N – can be deduced from the one of the rescaled model (2.5.1)
– whose integrand depends explicitly on N– that we propose to study. Then, after presenting the per se model of interest
and listing the assumptions on which our analysis builds in Section 2.2, we shall discuss the form of the large-N asymptotic
expansion of the logarithm of the rescaled partition function ln ZN[V] in Section 2.3. Then, in Section 2.4, we shall discuss
the characterisation of the N-dependent equilibrium measure that is pertinent for our study as well as the form of the inverse
WN of a fundamental singular integral operator SN that arises naturally in the study. Finally, Section 2.5, we outline the
main steps of the proof.

2.1 A baby integral as a motivation
Let E(ply) the functional, defined in R ∪ {+∞} for any probability measure µ ∈ M1(R):

E(ply)[µ] =
∫ {cq

2

(
|ξ|q + |η|q

)
− βπ(ω1 + ω2)

2
|ξ − η|

}
dµ(ξ)dµ(η) , (2.1.1)

Theorem 2.1.1 E(ply) is a lower semi-continuous good rate function. Furthermore, given a potential W such that

lim
|ξ|→+∞

|ξ|−q W(ξ) = cq > 0 for some q > 1 , (2.1.2)

it holds

lim
N→+∞

ln zN[W]

N2+ 1
q−1

= − inf
µ∈M1(R)

E(ply)
[
µ
]
. (2.1.3)

This infimum is attained at a unique probability measure µ(ply)
eq . This measure is continuous with respect to the Lebesgue

measure and has density

ρ
(ply)
eq (ξ) =

q(q − 1)|ξ|q−2

2πβ(ω1 + ω2)
· 1[a ;b](ξ) . (2.1.4)

µ
(ply)
eq is supported on the interval [a ; b], with (a, b) being the unique solution to the set of equations

|b|q−1 = |a|q−1 =
πβ(ω1 + ω2)

q
. (2.1.5)

37
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We have, explicitly:

lim
N→+∞

ln zN[W]

N2+ 1
q−1

=
(
cq

) 1
q ·

(
πβ

q
(ω1 + ω2)

) q+1
q

· 2q2 − 9q + 6
2(2q − 1)

. (2.1.6)

The proof of this proposition is postponed to Appendix B, and follows similar steps to, e.g., [5]. We now provide heuristic
arguments to justify the occurrence of scaling in N in this problem. Just as discussed in the introduction, the repulsive effect
of the sinh-2 body interactions will dominate over the confining effect of the potential as long as the integration variables will
be located in some bounded set. Furthermore, in the same situation, the Lebesgue measure should contribute to the integral
at most as an exponential in N. We thus look for a rescaling of the variables ya = TNλa where the effects of the confining
potential and the sinh-2 body interactions will be of the same order of magnitude in N. This recasts the partition function as

zN[W] =
(
TN

)N
∫
RN

N∏
a<b

{
sinh

[
πω1TN(λa − λb)

]
sinh

[
πω2TN(λa − λb)

]}β N∏
a=1

{
e−W(TNλa)

}
dNλ , (2.1.7)

Taking into account the large-variable asymptotics of the potential, we have:

N∑
a=1

W
(
TNλa

) ∼ T q
N N , (2.1.8)

where the symbol ∼ means that for a "typical" distribution of the variables {λa}N1 , the leading in N asymptotic behaviour of
the sum in the right-hand side should be of the order of the left-hand side. Similarly, assuming a typical distribution of the
variables {λa}N1 such that most of the pairs {λa, λb} satisfy TN |λa − λb| ≫ 1, one has

N∑
a<b

β ln
{

sinh
[
πω1TN(λa − λb)

]
sinh

[
πω2TN(λa − λb)

]} ∼ C N2 TN . (2.1.9)

Thus, the confining potential and the two-body interaction will generate a comparable order of magnitude in N as soon as
N2 · TN = T q

N · N, i.e.

TN = N
1

q−1 . (2.1.10)

Theorem 2.1.1 indeed justifies that the empirical distribution L(λ)
N of λa = N

−1
q−1 ya concentrates around the equilibrium

measure, with a large deviation principle governed by the rate function (2.1.1).
This observation implies that, in fact, ZN[VN] with VN(λ) = N−

q
q−1 ·W(N

1
q−1 λ) is the good object to study in that it involves

interactions that are already tuned to the proper scale in N. Due to the relation zN[W] = N
N

q−1 ·ZN[VN], one readily has access
to the large-N asymptotic expansion of zN[W].

2.2 The model of interest and the assumptions
It follows from the arguments given in the previous section that, effectively, the analysis of the unrescaled model boils down
to the one subordinated to the partition function

ZN[V] =
∫
RN

N∏
a<b

{
sinh

[
πω1Nα(λa − λb)

]
sinh

[
πω2Nα(λa − λb)

]}β N∏
a=1

e−N1+αV(λa) · dNλ , (2.2.1)

with α some parameter – equal to 1/(q − 1) in the previous paragraph – and V a potential that possibly depends on N.
Due to such an effective reduction, in this paper, we shall develop the general formalism to extract the large-N asymptotic
behaviour. Therefore, we shall keep the complexity at minimum. In particular, we shall not consider the case of N-dependent
potentials which would put the analysis of ZN[V] in complete correspondence with the one of zN[W]. Indeed, this would
lead to numerous technical complication in our arguments, without bringing more light on the underlying phenomena. By
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focusing on (2.2.1), we believe that the new features and ideas of our methods are better isolated and illustrated. We shall
incorporate the peculiarities of the model zN[W] of (1.5.27) and investigate its asymptotic behaviour up to o(1) in a future
publication.

In the present paper we obtain the large-N asymptotic expansion of ln ZN[V] up to o(1) under four hypothesis

• the potential V is confining, viz. there exists ϵ > 0 such that

lim sup
|ξ|→+∞

|ξ|−(1+ϵ) V(ξ) = +∞ ; (2.2.2)

• the potential V is smooth and strictly convex on R ;

• the potential is sub-exponential, namely there exists ϵ > 0 and CV > 0 such that

∀ξ ∈ R, sup
η∈[0 ;ϵ]

∣∣∣V ′(ξ + η)
∣∣∣ ≤ CV

(|V(ξ)| + 1
)
, (2.2.3)

and given any κ > 0 and p ∈ N, there exists Cκ,p such that

∀ξ ∈ R,
∣∣∣V (p)(ξ)

∣∣∣ e−κV(ξ) ≤ Cκ,p . (2.2.4)

• the exponent α in Nα is neither too large nor too small:

0 < α < 1/6 . (2.2.5)

The first hypothesis guarantees that the integral (2.2.1) is well-defined, and that the λ’s will typically remain in a compact
region on R independent of N. It could be weakened to study weakly confining potentials, to the price of introducing more
technicalities, similar to those already encountered for β ensembles – see e.g. [87].

In the second assumption, V could be assumed Ck for k large enough. The convexity assumption guarantees that the
support of the equilibrium measure is a single segment1. In principle, the multi-cut regime that may arise when the potential
is not strictly convex can be addressed by importing the ideas of [28] to the present framework. We expect that the analysis
of the Riemann-Hilbert problem in the multi-cut regime is very similar to the present case, but with a larger range of degrees
for the polynomial freedom appearing in the solution (4.3.14). Though it would certainly represent some amount of work,
the ideas we develop here should also be applicable to derive the fine large N analysis of the solution of the Riemann-Hilbert
problem in the bulk and in the vicinity of all the edges of the support of the equilibrium measure.

The third assumption is not essential, but allows some simplification of the intermediate proofs concerning the equilib-
rium measure and the large deviation estimates, e.g. Theorem 3.1.6 and Corollary 3.1.10. It is anyway satisfied in physically
relevant problems.

In the fourth assumption, α = 0 can already be addressed with existing methods [30]. The upper limit α < α∗ = 1/6
has a purely technical origin. The value of α∗ could be increased by entering deeper into the fine structure of the analysis of
the Schwinger-Dyson equation, and by finding more precise local and global bounds for the large N behaviour of the inverse
of the master operator U−1

N , in more cunning norms. Intuitively, the genuine upper limit should be α∗ = 1, since in the
α > 1 case, we reach a regime where the particles do not feel the local repulsion any more. However, obtaining microscopic
estimates is usually a difficult question – for β ensembles, it has been addressed e.g. in [32, 33]. So, one can expect important
technical difficulties to extend our result to values of α increasing up to 1.

This set of hypothesis offers a convenient framework for our purposes, enabling us to focus on the technical aspects
(i) − (vi) listed in § 1.5.3 without adding extra complications.

2.3 Asymptotic expansion of ZN[V] at β = 1

We now state one of the main results of the paper, namely the large-N asymptotic expansion of the partition function ZN[V]
which holds for any potential V satisfying the hypothesis stated above

1See e.g. the expression of the N = ∞ equilibrium measure (2.4.3). Its proof is given in Appendix C.
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Theorem 2.3.1 The below asymptotic expansion holds

ln
(

ZN[V]
ZN[VG;N]

)
|β=1
= −N2+α

⌊2/α⌋+1∑
p=0

dp[V]
Nαp + Nα · 0ג ·

(�[V,VG;N](bN) −�[V,VG;N](aN)
)

+ ℵ0 ·
(�[V,VG;N]′(bN) +�[V,VG;N]′(aN)

)
+ o(1) . (2.3.1)

The whole V-dependence of this expansion is encoded in the coefficients dp[V] and in the function �[V,VG;N](ξ). 0ג and
ℵ0 are numerical coefficients given, respectively, in terms of a single and four-fold integral. Also, the answer involves the
Gaussian potential

WG;N(ξ) =
πβ(ω1 + ω2) ·

[
ξ2 − (

aN + bN
)
ξ
]

bN − aN +
1

Nα

2∑
p=1

1
πωp

ln
( ω1ω2

ωp(ω1 + ω2)

) (2.3.2)

and sequences aN and bN that are given in Theorem 2.4.3. If we denote V±N = V ±WN;G, the coefficients dp[V] take the form

d0[V] =
−1

4π(ω1 + ω2)

bN∫
aN

V−N(ξ) · (V−N)′′(ξ) dξ (2.3.3)

when p = 0 and, for any p ≥ 1:

dp[V] = up+1

bN∫
aN

V−N(ξ) · V (p+2)(ξ) dξ (2.3.4)

+
∑

s+ℓ=p−1
s,ℓ≥0

ℸs,ℓ

s!

{
(−1)ℓ (V−N)(ℓ+1)(aN) · (V+N)(s+1)(aN) + (−1)s (V−N)(ℓ+1)(bN) · (V+N)(s+1)(bN)

}
.

The coefficients ℸs,ℓ are defined by:

ℸs,ℓ =
is+ℓ+1

2π

ℓ+1∑
r=1

s!
r!(s + ℓ + 1 − r)!

· ∂
r

∂µr

( µ

R↓(−µ)

)
|µ=0
· ∂

s+1+ℓ−r

∂µs+1+ℓ−r

( 1
R↓(µ)

)
|µ=0

, (2.3.5)

R↓ is the H− Wiener–Hopf factor of 1/F [S ](λ), with S defined in (2.4.16), that reads

R↓(λ) =
λ

2π
√
ω1 + ω2

·
( ω2

ω1 + ω2

)− iλ
2πω1 ·

( ω1

ω1 + ω2

)− iλ
2πω2 ·

Γ

( iλ
2πω1

)
· Γ

( iλ
2πω2

)
Γ

( iλ(ω1 + ω2)
2πω1ω2

) . (2.3.6)

The function � describing the constant term is defined as

�[V,WG;N](ξ) =
V ′(ξ) −W′G;N(ξ)

V ′′(ξ) −W′′G;N(ξ)
ln

(
V ′′(ξ)

W ′′
G;N(ξ)

)
. (2.3.7)

The V-independent coefficient 0ג in front of the term Nα reads

0ג =

+∞∫
0

du J(u)
2π

(
uS ′(u) + S (u)

)
with J(u) =

∫
C (+)

reg

2 sinh
[
λ/(2ω1)

]
sinh

[
λ/(2ω2)

]
sinh

[
λ(ω1 + ω2)/(2ω1ω2)

] · eiλu dλ
2iπ

. (2.3.8)
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Finally, the numerical prefactor ℵ0 is expressed in terms of the four-fold integral

ℵ0 = −
ω1 + ω2

2

∫
R

du J(u)
2π

+∞∫
|u|

dv ∂u

{
S (u) ·

(
r
[v − u

2
] − r[v + u

2
])}

+

∫
C (+)

reg

dλ dµ
(2iπ)2

µ(ω1 + ω2)
(λ + µ)R↓(λ)R↓(µ)

+∞∫
0

dx dy eiλx+iµy ∂x

{
S (x − y)

(
r(x) − r(y) − x − y

2π(ω1 + ω2)

)}
. (2.3.9)

The integrand of ℵ0 involves the function r which is given by

r(x) =
c1(x) + c0(x)

[
2∑

p=1

1
2πωp

ln
( ω1ω2

ωp(ω1 + ω2)

)]
1 + 2πβ(ω1 + ω2)c0(x)

(2.3.10)

with

cp(x) =
ip

2iπ
√
ω1 + ω2

∫
C (+)

reg

eiλx

λ

∂p

∂λp

( 1
R↓(λ)

)
· dλ

2iπ
. (2.3.11)

The result for β , 1 contains two more terms, and is given in the body in the book, by Proposition 3.4.1, in terms of N-
dependent simple and double integrals I(2)

s;β. The final form for the asymptotics up to o(1) of these extra terms can be worked
out following the steps of Section 6.3, although we decided to leave it out of the scope of this book, since β , 1 does not
seem to appear in quantum integrable systems.

2.4 The N-dependent equilibrium measure and the master operator
It is not hard to generalise the proof of Theorem 2.1.1 to the present setting so as to obtain the below characterisation of the
leading in N asymptotic behaviour for ZN[V].

Theorem 2.4.1 Let E∞ be the lower semi-continuous good rate function

E∞[µ] =
1
2

∫
(V(η) + V(ξ) − πβ(ω1 + ω2)|ξ − η|) dµ(ξ)dµ(η) . (2.4.1)

Then, one has that

lim
N→+∞

ln ZN[V]
N2+α = − inf

µ∈M1(R)
E∞

[
µ
]
. (2.4.2)

The infimum is attained at a unique probability measure µeq. This measure is continuous with respect to the Lebesgue
measure, and has density

ρeq(ξ) =
V ′′(ξ)

2πβ(ω1 + ω2)
· 1[a ;b](ξ) (2.4.3)

supported on the interval [a ; b], with (a, b) being the unique solution to the set of equations

V ′(b) = −V ′(a) = πβ(ω1 + ω2) . (2.4.4)

One has, explicitly,

lim
N→+∞

ln ZN[V]
N2+α = −V(a) + V(b)

2
+

(
V ′(b)

)2(b − a) +
∫ b

a

(
V ′(ξ)

)2 dξ

4πβ(ω1 + ω2)
. (2.4.5)
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The strict convexity of V guarantees that the density (2.4.3) is positive and that it reaches a non-zero limit at the endpoints
of the support. This behaviour differs from the situation usually studied in β ensembles with analytic potentials which leads
to a generic square root (or inverse square root) vanishing (or divergence) of the equilibrium density at the edges.

Note that the function E∞ defined in (2.4.1) arises as a good rate function in the large deviation estimates for the empirical
measure L(λ)

N , c.f. (1.2.2). In fact, a refinement of Theorem 2.4.1 would lead to the more precise estimates

ln ZN[V] = −N2+αE∞
[
µeq

]
+ O(N2) . (2.4.6)

Thus, with respect to the usual varying weight β-ensemble case, there is a loss of precision by a N1−α factor. This, in fact,
takes its origin in that the purely asymptotic rate function E∞

[
µeq

]
does not absorb enough of the fine structure of the saddle-

point. As a consequence, the remainder O(N2) mixes both types of contributions: the deviation of the saddle-point with
respect to its asymptotic position and the fluctuation of the integration variables around the saddle-point.

The fine, N-dependent, structure of the saddle-point is much better captured by the N-dependent deformation2 of the rate
functions E∞:

EN[µ] =
1
2

∫ V(ξ) + V(η) − β

Nα
ln

{ 2∏
p=1

sinh
[
πNαωp(ξ − η)

]} dµ(ξ)dµ(η) . (2.4.7)

This N-dependent rate functions appear extremely effective for the purpose of our analysis. Namely, it allows us re-
summing a whole tower of contributions into a single term. The use of EN should not be considered as a mere technical
simplification of the intermediate steps; it is, in fact, of prime importance. The use of the more classical object E∞ would
render the analysis of the Schwinger-Dyson equations impossible. This fact will become apparent in the core of the file.
Here, we only state the improvement provided by the use of the finite-N minimiser of EN :

ln ZN[V] = −N2+α inf
µ∈M1(R)

EN
[
µ
]
+ O(N1+α) . (2.4.8)

As usual, this minimiser admits a characterisation in terms of a variational problem:

Proposition 2.4.2 For any strictly convex potential V, the N-dependent rate function EN admits its minimum onM1(R) at
a unique probability measure µ(N)

eq . This equilibrium measure is supported on a segment [aN ; bN] and corresponds to the
unique solution to the integral equations

V(ξ) − β

Nα

∫
ln

{ 2∏
p=1

sinh
[
πNαωp(ξ − η)

]}
dµ(N)

eq (η) = C(N)
eq on [aN ; bN] (2.4.9)

V(ξ) − β

Nα

∫
ln

{ 2∏
p=1

sinh
[
πNαωp(ξ − η)

]}
dµ(N)

eq (η) > C(N)
eq on R \ [aN ; bN] , (2.4.10)

with C(N)
eq a constant whose determination is part of the problem (2.4.9)-(2.4.10). The equilibrium measure admits a density

ρ(N)
eq , which is Ck−2 in the interior ]aN ; bN[ if V is Ck. Finally, one has the behaviour at the edges:

ρ(N)
eq (ξ) =

ξ→a+N
O
( √

ξ − aN
)
, ρ(N)

eq (ξ) =
ξ→b−N

O
( √

bN − ξ
)
. (2.4.11)

The proof of this proposition is rather classical. It follows, for instance, from [30, Section 2.3] in what concerns the
regularity, and from a convexity argument (see [118, Theorem 2.2]) in what concerns connectedness of the support and the
strict inequality in (2.4.10). Elements of proof are nevertheless gathered in Appendix C. In fact, regarding to the equilibrium
measure, we can be much more precise when N is large enough:

Theorem 2.4.3 In the N → ∞ regime, the equilibrium measure µ(N)
eq :

2The property of lower semi-continuity along with the fact that EN has compact level sets is verified exactly as in the case of β-ensembles, so we do not
repeat the proof here.
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• is supported on the single interval [aN ; bN] whose endpoints admit the asymptotic expansion

aN = a +
k∑
ℓ=1

aN;ℓ

Nℓα
+ O

(
1

N(k+1)α

)
and bN = b +

k∑
ℓ=1

bN;ℓ

Nℓα
+ O

(
1

N(k+1)α

)
, (2.4.12)

where k ∈ N∗ is arbitrary, (a, b) are as defined in (2.4.4) while(
bN;1
aN;1

)
=

{ 2∑
p=1

1
2πωp

ln
( ω1ω2

ωp(ω1 + ω2)

)}
·
(

V ′′(a) · {V ′′(b)
}−1

−V ′′(b) · {V ′′(a)
}−1

)
; (2.4.13)

• is continuous with respect to Lebesgue. Its density is ρ(N)
eq vanishes like a squareroot at the edges:

ρ(N)
eq (ξ) ∼

ξ→a+N

(V ′′(aN) + O(N−α)
πβ
√
π(ω1 + ω2)

) √
ξ − aN , ρ(N)

eq (ξ) ∼
ξ→b−N

(V ′′(bN) + O(N−α)
πβ
√
π(ω1 + ω2)

) √
bN − ξ , (2.4.14)

and there exists a constant C > 0 independent of N such that:

||ρ(N)
eq ||L∞([aN ;bN ]) ≤ C ||V ′′||L∞([aN ;bN ]) . (2.4.15)

This density takes the form ρ(N)
eq =WN[V ′], withWN as defined in (2.4.18).

If the potential V defining the equilibrium measures satisfies V ∈ Ck([aN ; bN]), then the density is of class Ck−2 on
]aN ; bN[.

Note that the characterisation of ρ(N)
eq in the theorem above comes from the fact that it is solution to the singular integral

equation SN
[
ρ(N)

eq
]
(ξ) = V ′(ξ) on [aN ; bN], where

SN
[
ϕ
]
(ξ) =

bN?
aN

S
[
Nα(ξ − η)

]
ϕ(η) dη and S (ξ) =

2∑
p=1

βπωp cotanh
[
πωpξ

]
. (2.4.16)

The unknowns in this equation (ρ(N)
eq , aN , bN) should be picked in such a way that ρ(N)

eq has mass 1 on [aN ; bN] and is regular at
the endpoints aN , bN . Thus, determining the equilibrium measure boils down to an inversion of the singular integral operator
SN . In fact, the singular integral operator SN also intervenes in the Schwinger-Dyson equations. The precise control on its
inverseWN – defined between appropriate functional spaces – plays a crucial role in the whole asymptotic analysis.

These pieces of information can be obtained by exploiting the fact that the operator SN is of truncated Wiener–Hopf
type. As such, its inversion is equivalent to solving a 2 × 2 matrix valued Riemann–Hilbert problem. This Riemann–Hilbert
problem admits a solution for N large enough that can be constructed by means of a variant of the non-linear steepest descent
method. By doing so, we are able to describe, quite explicitly, the inverse WN by means of the unique solution χ to the
2 × 2 matrix valued Riemann–Hilbert problem given in Section 4.2.1. We will not discuss the structure of this solution here
and, rather, refer the reader to the relevant section. We will, however, provide the main consequence of this analysis, viz. an
explicit representation for the operatorWN . For this purpose, we need to announce that χ11, the (1, 1) matrix entry of χ, is
such that µ 7→ µ1/2 · χ11(µ) ∈ L∞(R).

Theorem 2.4.4 Let 0 < s < 1/2. The operator SN : Hs
(
[aN ; bN]

) → Xs
(
R
)

is continuous and invertible where, for any
closed A ⊆ R,

Xs
(
A
)
=

{
H ∈ Hs

(
A
)

:
∫
R+iϵ

χ11(µ)F [H](Nαµ)e−iNαµbN
dµ
2iπ
= 0

}
(2.4.17)

is a closed subspace of Hs
(
A
)

such that SN
(
Hs

(
[aN ; bN]

))
= Xs(R). The inverse is given by the integral transform WN

which takes, for H ∈ C1([aN ; bN]) ∩ Xs(R), the form

WN[H](ξ) =
N2α

2πβ

∫
R+2iϵ

dλ
2iπ

∫
R+iϵ

dµ
2iπ

e−iNα(ξ−aN )λ

µ − λ

{
χ11(λ)χ12(µ) − µ

λ
· χ11(µ)χ12(λ)

}
·

bN∫
aN

dηeiNαµ(η−bN )H(η) . (2.4.18)
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In the above integral representations the parameter ϵ > 0 is small enough but arbitrary. Furthermore, for any H ∈
C1([aN ; bN]

)
, the transformWN exhibits the local behaviour

WN[H](ξ) ∼
ξ→a+N

CLH′(aN)
√
ξ − aN and WN[H](ξ) ∼

ξ→b−N
CRH′(bN)

√
bN − ξ . (2.4.19)

where CL/R are some H-independent constants.

Note that, within such a framework, the density of the equilibrium measure µ(N)
eq is expressed in terms of the inverse as

ρ(N)
eq =WN

[
V ′

]
. In this case, the pair of endpoints (aN , bN) of the support of µ(N)

eq corresponds to the unique solution to the
system of equations

bN∫
aN

WN
[
V ′

]
(ξ) dξ = 1 and

∫
R+iϵ

dµ χ11(µ)
2iπ

bN∫
aN

eiµNα(η−bN )V ′(η) dη = 0 . (2.4.20)

The first condition guarantees that µ(N)
eq has indeed mass 1, while the second one ensures that its density vanishes as a square

root at the edges aN , bN . Using fine properties of the inverse, these conditions can be estimated more precisely in the large-N
limit, hence enabling one to fix the large-N asymptotic expansion of the endpoints aN , bN as announced in (2.4.12)-(2.4.13).

2.5 The overall strategy of the proof
In the following, we shall denote by pN(λ) the probability density on RN associated with the partition function ZN[V] defined
in (2.2.1):

pN(λ) =
1

ZN[V]

N∏
a<b

{
sinh

[
πω1Nα(λa − λb)

]
sinh

[
πω2Nα(λa − λb)

]}β N∏
a=1

e−N1+αV(λa) . (2.5.1)

pN(λ) gives rise to a probability measure PN on RN . We also agree that, throughout the file, L(λ)
N refers to the empirical

measure

L(λ)
N =

1
N

N∑
a=1

δλa (2.5.2)

associated with the stochastic vector λ.

Definition 2.5.1 Let ν1, . . . , νℓ be any (possibly depending on the stochastic vector λ) measures and ψ a function in ℓ vari-
ables. Then we agree upon

⟨
ψ
⟩
ν1⊗···⊗νℓ

≡
⟨
ψ(ξ1, . . . , ξℓ)

⟩
ν1⊗···⊗νℓ

≡ PN

[ ∫
Rℓ

ψ(ξ1, . . . , ξℓ) dν1 ⊗ · · · ⊗ dνℓ
]

(2.5.3)

whenever it makes sense. We shall add the superscript V whenever the functional dependence of the probability measure on
the potential V needs to be made clear.

Note that if none of the measures ν1, . . . , νℓ is stochastic, then the expectation versus PN in (2.5.3) can be omitted.
The Schwinger-Dyson equations constitute a tower of equations which relate expectation values of functions in many,

non necessarily fixed, variables that are integrated versus the empirical measure (2.5.2). More precisely, the Schwinger-
Dyson equations at level k (k ≥ 1) yield exact relations between various expectation values of a function in k variables and its
transforms, this versus the empirical measure. The knowledge of these expectation values, yields an access to the derivatives
of the partition function with respect of external parameters. For instance, if {Vt}t is a smooth one parameter family of
potentials, then

∂t ln ZN[Vt] = −N2+α⟨∂tVt⟩Vt

L(λ)
N

. (2.5.4)
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The exponent Vt appearing in the right-hand side is there so as to emphasise that the expectation value is computed with
respect to the probability measure subordinate to the t-dependent potential Vt.

Thus the problem boils down to obtaining a sufficiently precise control on the behaviour in N of the one-point expectation
values. This can be achieved on the basis of a careful analysis of the system of Schwinger-Dyson equations associated with
the present model. Since this machinery does not simplify much in the β = 1 case, we do this for general β. The result for
some sufficiently regular function H and potentials V satisfying to the general hypothesis, is our Proposition 3.3.6.

In the β = 1 case, Proposition 3.3.6 reads:

−N2+α⟨H⟩V
L(λ)

N
= −N2+α

bN∫
aN

H(ξ) · WN
[
V ′

]
(ξ) dξ +

1
2
Id

[
H,V

]
+ o(1) . (2.5.5)

and the proof shows that the remainder o(1) is uniform in H and V provided that H is regular enough and that V satisfies to
the hypothesis given in (2.2.2)-(2.2.4). Furthermore, the expansion (2.5.5) involves

Id[H,V] =

bN∫
aN

WN

[
∂ξ

{
S
(
Nα(ξ − ∗)) · GN

[
H,V

]
(ξ, ∗)}](ξ) dξ , (2.5.6)

with

GN
[
H,V

]
(ξ, η) =

WN[H](ξ)
WN[V ′](ξ)

− WN[H](η)
WN[V ′](η)

. (2.5.7)

Note that, in (2.5.6), the ∗ indicates the variable of the function on which the operatorWN acts. Given sufficiently regular
functions H,V , we obtain in Section 6.3 and more precisely in Proposition 6.3.10 the large-N asymptotic behaviour of
Id[H,V]. We then have all the elements to calculate the large-N asymptotic behaviour of the partition function ZN[V]. For
this purpose, we observe that, when β = 1, the partition function associated to a quadratic potential can be explicitly evaluated
as shown in Proposition D.0.19. One can also show (cf. Lemma D.0.18) that there exists a unique, up to a constant, quadratic
potential VG;N such that its associated equilibrium measure has the same support [aN , bN] as the one associated with V. Then
Vt = (1 − t)VG;N + tV is a one parameter t smooth family of strictly convex potentials, and µ(N)

eq;Vt
= (1 − t)µ(N)

eq;VG;N
+ tµ(N)

eq;V .
Furthermore, if follows from the details of the analysis that led to (2.5.5) that the remainder o(1) will be uniform in t ∈ [0 ; 1].
As a consequence, by combining all of the above results and integrating equation (2.5.4) over t, we get that, in the asymptotic
regime,

ln
(

ZN[V]
ZN[VG;N]

)
= −N2+α

1∫
0

dt
∫

∂tVt(ξ) dµ(N)
eq;Vt

(ξ) + Nα · 0ג ·
(�[V,VG;N](bN) −�[V,VG;N](aN)

)
+ ℵ0 ·

(�′[V,VG;N](bN) +�′[V,VG;N](aN)
)
+ o(1) . (2.5.8)

The constants 0ג and ℵ0 were defined respectively in (2.3.8) and (2.3.9), while � is as given by (2.3.7).
Note also that the first integral can be readily evaluated (integration of rational functions in t) on the asymptotic level

by means of Proposition 6.1.6. It produces an expansion into inverse powers of Nα and, as such, does not contribute to the
constant term unless α is of the form 2/n for some integer n. Note that it is this integral that gives rise to the functionaldp[V] in (2.3.1). Finally, the answer for the large-N asymptotic behaviour of the partition function ZN[VG;N]|β=1 can be
found in Proposition D.0.19. As follows from Lemma D.0.18 the quadratic potential VG;N is such that VG;N − WG;N =

O
(
N−∞

)
with WG;N as defined in 2.3.2 and where the remainder is uniform on some N-independent relatively compact open

neighbourhood of [aN ; bN]. This allows one to replace VG;N by WG;N in the right hand side of (2.5.8). Also, it is clear
form the large-N expansion of the partition function associated with quadratic potentials given in Proposition D.0.19 that
ln ZN[VG;N]|β=1 − ln ZN[WG;N]|β=1 = o(1).

For β , 1, (2.5.5) is modified by the addition of two more terms I(2)
s;β and Id;β. Their large N behaviour can be determined

without difficulty – but with some algebra – along the lines of Section 6.1.2 and § 6.3. Then, to arrive to a final answer for
ZN[V]β,1 similar to (2.5.8), we would need to compute exactly the partition function for the Gaussian potential ZN[VG;N]β,1.
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We do not know at present how to perform such a calculation. Thus, we would be able to derive the asymptotic behaviour
of the partition function at β , 1 up to a universal, i.e. not depending on the potential V , function of β. However, since
the values β , 1 do not seem to appear in quantum integrable systems, we shall limit ourselves in this book to the result of
Proposition 3.4.1 for the case β , 1.



Chapter 3

Asymptotic expansion of ln ZN[V] - the
Schwinger-Dyson equation approach

Abstract
In the present chapter we develop all the necessary tools to prove the large-N asymptotic expansion for ln ZN[V] up to

o(1) terms, in the form described in (2.5.5). This asymptotic expansion contains N-dependent functionals of the equilibrium
measure whose large-N asymptotic analysis will be carried out in Sections 6.1-6.3. We shall first obtain some a priori
bounds on the fluctuations of linear statistics around their means computed vs. the N-dependent equilibrium measure µ(N)

eq .
In other words, we consider observables given by integration against products of the centred measure: L(λ)

N = L(λ)
N − µ

(N)
eq .

Then we shall build on a bootstrap approach to the Schwinger-Dyson equations so as to improve these a priori bounds. We
shall use these improved bounds so as to identify the leading and sub-leading terms in the Schwinger-Dyson equations what,
eventually, leads to an analogue, at β , 1, of the representation (2.5.5) which will be given in Proposition 3.3.6. Finally,
upon integrating the relation (2.5.4) so as to to interpolate the partition function between a Gaussian and a general potential,
we will get the N-dependent large-N asymptotic expansion of ln ZN[V] in Proposition 3.4.1.

3.1 A priori estimates for the fluctuations around µ(N)
eq

For simplification, we use the notation:

sN(ξ) =
β

2Nα
ln

[
sinh

(
πω1Nαξ

)
sinh

(
πω2Nαξ

)]
(3.1.1)

for the two-body interaction kernel. The model provides a natural way of comparing two probability measures:

Definition 3.1.1 If µ, ν ∈ M1(R), we set:

D
2[µ, ν] ≡ −∫

sN(ξ − η) d(µ − ν)(ξ) d(µ − ν)(η) , (3.1.2)

with sN as given in (3.1.1). D2[µ, ν] is a well-defined number in R ∪ {+∞}.

The notation is justified by the property D2 ≥ 0 following from:

Lemma 3.1.2 We have the representation:

D
2[µ, ν] = ∫ {

πβ

2Nαφ

2∑
p=1

cotanh
[ φ

2ωpNα

]}
·
∣∣∣F [µ − ν](φ)

∣∣∣2 · dφ
2π

, (3.1.3)

where F [µ](ξ) is the Fourier transform of the measure µ.

47
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Proof — The claim follows in virtue of the formula F [
ft
]
(φ) = −(π/φ)

(
cotanh[πφ/2t] − 2t/πφ

)
with

ft(x) = ln | sinh(tx)| − t|x| + ln 2.

Definition 3.1.3 The classical positions xN
i for the measure µ(N)

eq are defined by

i
N
=

xN
i∫

−∞

dµ(N)
eq (y) f or i ∈ [[ 1 ; N ]] and xN

0 = aN , xN
N = bN . (3.1.4)

Our first task is to derive a lower bound for the partition function (2.2.1), by restricting to configurations of points close
to their classical positions:

Lemma 3.1.4 ZN[V] ≥ exp
{
− N2+αEN

[
µ(N)

eq
]
+ O

(
N1+α)} .

We stress on this occasion that using the N-dependent rate function EN allows the gain of a factor 1/N in the remainder with
respect to the leading term, while using E∞ would lead to a weaker estimate O(N2) for the remainder. This is of particular
importance to simplify the analysis of Schwinger-Dyson equations that will follow.

Proof — It follows from the local expressions obtained in Section 5 that µ(N)
eq is continuous with respect to Lebesgue measure

with density bounded by a constant M independent of N, as shown in (2.4.15). This ensures that

∣∣∣xN
i+1 − xN

i

∣∣∣ ≥ 1
MN

, i ∈ [[ 0 ; N − 1 ]] . (3.1.5)

We obtain our lower bound by keeping only configurations in

Ω =
{
λ ∈ RN : sup

a
|λa − xN

a | ≤
1

4MN
}
.

Let σϵ be some N-independent ϵ-neighbourhood of [aN ; bN]. Since V ∈ C1(R), it follows that

∣∣∣V(λa) − V(xN
a )

∣∣∣ ≤ ||V ′||L∞(σϵ )

4MN
viz. − V(xN

a ) −
||V ′||L∞(σϵ )

4MN
≤ −V(λa) (3.1.6)

for a ∈ [[ 1 ; N ]] and for any λ ∈ Ω. Thus, upon a re-centring at xN
a of the integration with respect to λa, we get

ZN[V] ≥
N∏

a=1

{
e−N1+αV(xN

a )
}
· e− N1+α

4M ||V ′ ||L∞ (σϵ ) ×
∫

[−1/(4MN),1/(4MN)]N

dNν ·
N∏

a<b

{ 2∏
p=1

sinh
[
πωpNα(νa − νb + xN

a − xN
b )

]}β

≥
N∏

a=1

{
e−N1+αV(xN

a )
}
· e− N1+α

4M ||V ′ ||L∞ (σϵ ) ×
N∏

a<b

e2Nα sN (xN
b −xN

a ) ×
∫

ν1<···<νN

dNν

N∏
a=1

{
1|ξ|< 1

4MN
(νa)

}
. (3.1.7)

We remind that sN has been defined in (3.1.1). The second line is obtained by keeping only the configurations where i 7→ νi

is increasing, and then using that sinh is an increasing function. Finally:

ZN[V] ≥
N∏

a=1

{
e−N1+αV(xN

a )
}
· e− N1+α

4M ||V ′ ||L∞ (σϵ ) ·
N∏

a<b

e2Nα sN (xN
b −xN

a ) · 1
N!

( 1
4NM

)N
. (3.1.8)

We rewrite the first product involving the potential by comparison between the Riemann sum and the integral:

1
N

N∑
a=1

V(xN
a ) =

∫
R

V(ξ) dµ(N)
eq (ξ) + δN , |δN | ≤

||V ′||L∞(σϵ )

N
· (bN − aN) . (3.1.9)
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It thus remains to bound from below the β-exponent part. Using that sN is increasing on R+, we get:

∫
x<y

sN(y − x) dµ(N)
eq (x) dµ(N)

eq (y) =
N−1∑

a,b=0

xN
a+1∫

xN
a

xN
b+1∫

xN
b

1x<y(x, y)sN(y − x) dµeq(x) dµeq(y)

≤ 1
N2

N−1∑
a=0

N−1∑
b=a+1

sN(xN
b+1 − xN

a ) +
N−1∑
a=0

sN(xN
a+1 − xN

a ) · 1
2N2 . (3.1.10)

The first sum can be recast as

N−1∑
a=0

N∑
b=a+2

sN(xN
b − xN

a ) =
N−1∑
a=1

N∑
b=a+1

sN(xN
b − xN

a ) +
N∑

b=1

sN(xN
b − xN

0 ) −
N−1∑
a=0

sN(xN
a+1 − xN

a ) . (3.1.11)

It follows from (3.1.5) and from |xN
a − xN

b | < |bN − aN | < C for some C > 0 independent of N, that:

max
0≤a≤N−1

|sN(xN
a+1 − xN

a )| = N−αO
(

ln N + Nα) and max
1≤a≤N

|sN(xN
a − xN

0 )| = O
(
1
)
. (3.1.12)

Hence, it follows that

N2
∫

x<y

sN(y − x) dµ(N)
eq (x) dµ(N)

eq (y) ≤ O
(
N
)
+

N∑
a<b

sN(xN
b − xN

a ) , (3.1.13)

thus leading to the claim.

We now estimate the fluctuations of linear statistics by using an idea introduced in [113].

Definition 3.1.5 Given a configuration of points λ1 ≤ · · · ≤ λN , we build a sequence λ̃1 < · · · < λ̃N defined as

λ̃1 = λ1 and λ̃k+1 = λ̃k + max
(
λk+1 − λk, e−(ln N)2)

. (3.1.14)

Further, for any λ ∈ RN , we associate a vector λ̃ ∈ RN by ordering the λ’s with a permutation σ, apply the previous
construction to obtain a N-uple λ̃, and put them in original order with the permutation σ−1. The corresponding empirical
measure is:

L(̃λ)
N =

1
N

N∑
a=1

δλ̃a

and we denote L(̃λ)
N;u the convolution of L(̃λ)

N with the uniform probability measure on [0 ; e−(ln N)2
/N].

The new configuration has been constructed such that, for ℓ , k,∣∣∣̃λk − λ̃ℓ
∣∣∣ ≥ e−(ln N)2

,
∣∣∣λk − λℓ

∣∣∣ ≤ ∣∣∣̃λk − λ̃ℓ
∣∣∣ and

∣∣∣λk − λ̃k

∣∣∣ ≤ (k − 1) · e−(ln N)2
. (3.1.15)

The advantage of working with L(̃λ)
N;u is that it is Lebesgue continuous; as such it can appear in the argument of EN or D2 and

yield finite results. The scale of regularisation e−(ln N)2
= N− ln N is somewhat arbitrary, but in any case negligible compared

to N−α.
We introduce the effective potential associated to the N-dependent equilibrium measure:

VN;eff(ξ) = V(ξ) − 2
∫

sN(ξ − η) dµ(N)
eq (η) − C(N)

eq . (3.1.16)

By the characterisation of the equilibrium measure (Theorem 2.4.2), VN;eff = 0 in the support [aN ; bN], while VN;eff > 0
outside [aN ; bN].
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Proposition 3.1.6 Assume that

• the partition function ZN[V] satisfies a lower-bound of the form

ZN[V] ≥ exp
{
− N2+αEN

[
µ(N)

eq
]
+ δN

}
, δN = o

(
N2+α) ; (3.1.17)

• the potential is sub-exponential, viz. there exists ϵ > 0 and CV > 0 such that

∀x ∈ R , sup
t∈[0 ;ϵ]

∣∣∣V ′(x + t)
∣∣∣ ≤ CV

(∣∣∣V(x)
∣∣∣ + 1

)
. (3.1.18)

Then, given any 0 < η < 1, we have for all λ ∈ RN that

pN
(
λ
) ≤ exp

{
− N2+α

D
2[L(̃λ)

N;u, µ
(N)
eq

] − δN − N2+α(1 − η)
∫
R

VN;eff(ξ) dL(̃λ)
N;u(ξ) + O

(
N(ln N)2)} . (3.1.19)

The effective potential VN;eff has been defined in (3.1.16) while D2[µ, ν] is as given in (3.1.1).

Proof — The partition function takes the form:

ZN[V] =
∫
RN

dNλ exp
{
− N2+α

( ∫
V(x) dL(λ)

N (x) − Σdiag[L(λ)
N ]

)}
, Σdiag[µ] =

∫
x,y

sN(x − y) dµ(x)dµ(y) .

where sN defined in (3.1.1). We are going to estimate the cost of replacing L(λ)
N by L(̃λ)

N;u in the above integration. We start
with the term involving the potential. Since we assumed V sub-exponential, we have:

∣∣∣∣∣ ∫ V(x) dL(λ)
N (x) −

∫
V(x) dL(̃λ)

N (x)
∣∣∣∣∣ ≤ 1

N

N∑
a=1

(a − 1)
e(ln N)2 · sup

{
|V ′ (̃λa + t)| : t ∈

[
0;

(a − 1)
e(ln N)2

]}

≤ NCV

e(ln N)2

( ∫
|V(x)| dL(̃λ)

N (x) + 1
)
. (3.1.20)

Further, since V(x)→ +∞ when |x| → ∞, there exists C′eff > 0 such that

∀x ∈ R, C′eff
(
1 + VN;eff(x)

) ≥ CV
(|V(x)| + 1

)
. (3.1.21)

As a consequence,

exp
{
− N2+α

∫
V(x) dL(λ)

N (x)
}
≤ exp

{
N3+α C′eff

e(ln N)2

[
1 +

∫
VN;eff(x) dL(̃λ)

N (x)
]
− N2+α

∫
V(x)dL(̃λ)

N (x)
}
. (3.1.22)

Now, let us consider the term involving the sinh interaction. Since sN is increasing on R+ and the spacings between λ̃a’s are
larger than those between the λa’s, it follows that Σdiag

[
L(λ)

N
] ≤ Σdiag

[
L(̃λ)

N
]
. Furthermore, we have:

Σdiag
[
L(̃λ)

N
] − Σdiag

[
L(̃λ)

N;u
]
=

∫
x,y

dL(̃λ)
N (x) dL(̃λ)

N (y)
∫

[0 ;1]2

d2u
{
sN(x − y) − sN

(
x − y + N−1e−(ln N)2

(u1 − u2)
)}

− 1
N

∫
[0 ;1]2

d2u sN
[
N−1e−(ln N)2

(u1 − u2)
]
. (3.1.23)
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When N is large enough, we can use the Lipschitz behaviour of sN on [e−(ln N)2
/2,+∞[ for the first term. Indeed:

|s′N(x)| =
2∑

p=1

βπωp

2
cotanh[πωpNα|x|] ≤ c′N−αe(ln N)2

(3.1.24)

for some c′ > 0. Besides, we exploit that sN is increasing to bound the second term. This leads to:∣∣∣Σdiag
[
L(̃λ)

N
] − Σdiag

[
L(̃λ)

N;u
]∣∣∣ ≤ C

(
N−α−1

)
+ C′ N−(1+α) (ln N)2 . (3.1.25)

Since the measure L(̃λ)
N;u is continuous with respect to Lebesgue, it is not any more necessary to take care of the diagonal

singularity in sN , and we obtain:

exp
{
− N2+α

( ∫
R

V(x)dL(λ)
N (x) − Σdiag[L(λ)

N ]
)}

≤ exp
{
− N2+αEN[L(̃λ)

N;u] + O
(
N(ln N)2)} (3.1.26)

× exp
{

e−(ln N)2
N3+α C′eff

∫
VN;eff(x)dL(̃λ)

N;u(x)
}
.

Since µ(N)
eq is also continuous with respect to Lebesgue, EN[µ(N)

eq ] is finite and we can expand the first term around µ(N)
eq :

EN
[
L(̃λ)

N;u
]
= EN

[
µ(N)

eq
]
+D2[L(̃λ)

N;u, µ
(N)
eq

]
+

∫
R

d(L(̃λ)
N;u − µ

(N)
eq )(x)

{
V(x) − 2

∫
R

dµ(N)
eq (y) sN(x − y)

}
.

We recognize in the last integral VN;eff(x) + C(N)
eq integrated against a measure of mass 0. So, we can omit the constant Ceq,

and since VN;eff = 0 on the support of µ(N)
eq , we actually find:

EN
[
L(̃λ)

N;u
]
= EN

[
µ(N)

eq
]
+D2[L(̃λ)

N;u, µ
(N)
eq

]
+

∫
R

VN;eff(x) dL(̃λ)
N;u(x)

If we plug this relation in (3.1.27), we obtain a similar bound but now with VN;eff having the prefactor
N2+α − e−(ln N)2

N3+αC′eff ≤ (1 − η)N2+α, this for any 0 < η < 1, provided that N is large enough.
In order to bound the one and multi-point expectation values and in particular the various terms arising in the Schwinger-

Dyson equations, we introduce the exponential regularisation of a function. This regularisation allows one to deal with
functions that are unbounded at infinity but whose expectation values are still well defined.

Definition 3.1.7 Given a function f in n variables, its exponential regularisation with growth κ is defined by

Kκ[ f ](ξ1, . . . , ξn) =
{ n∏

a=1

e−κV(ξa)
}
· f (ξ1, . . . , ξn) . (3.1.27)

Definition 3.1.8 We define the centred empirical measure as:

L(λ)
N = L(λ)

N − µ
(N)
eq . (3.1.28)

Prior to establishing the simplest a priori bounds on the multi-point expectation values
⟨

f
⟩⊗n

1 L
(λ)
N

, we need to establish a
convenient decomposition thereof. The latter is written in such a way that the leading in N behaviour comes from the part
involving a restriction of f to a compactly supported function.

Lemma 3.1.9 There exists t > 0 and a functionalA(n)
N on the space of functions f such thatKκ[ f ] ∈ W∞

0 (Rn) for some κ > 0
satisfying

sup
N∈N

{
supp

[
µ(N)

eq
]} ⊂ [−t/2 ; t/2] and

∣∣∣∣A(n)
N [ f ]

∣∣∣∣ ≤ cne−cN1+α · ||Kκ[ f ]||W∞0 (Rn) (3.1.29)
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and such that⟨
f
⟩⊗n

1 L
(λ)
N
=

⟨
f|c

⟩⊗n
1 L

(λ)
N
+ A(n)

N [ f ] . (3.1.30)

In the above decomposition,

f|c
(
ξ1, . . . , ξn

)
= f

(
ξ1, . . . , ξn

) · n∏
a=1

ϕ(ξa) (3.1.31)

where ϕ ∈ C∞c (R) is such that

0 ≤ ϕ ≤ 1 , ϕ|[−t ;t] = 1 and supp[ϕ] ⊂ [−(t + 1) ; t + 1] . (3.1.32)

Proof — We first claim that the constant C(N)
eq arising in the minimisation problem for the equilibrium measure (2.4.9) is

bounded in N. Indeed, it follows from (2.4.9) that

C(N)
eq =

bN∫
aN

V(ξ) dµ(N)
eq (ξ) − β

Nα

∫
[aN ;bN ]2

ln
{ 2∏

p=1

sinh[πωpNα(ξ − η)]
}

dµ(N)
eq (ξ)dµ(N)

eq (η) . (3.1.33)

Therefore, we have:

∣∣∣C(N)
eq

∣∣∣ ≤ ||V ||L∞([aN ;bN ]) + C̃ ||V ′′||2L∞([aN ;bN ])

∫
[aN ;bN ]2

1
Nα

∣∣∣∣ ln { 2∏
p=1

sinh[πωpNα(ξ − η)]
}∣∣∣∣ dξdη , (3.1.34)

where we have used that µ(N)
eq is a probability measure and that its density is bounded by (2.4.15). The double integral

remaining in (3.1.34) can be bounded by an N-independent constant. Such bounds are obtained by using that the function

gN(ξ) =
1

Nα

∣∣∣∣ ln { 2∏
a=1

sinh[πωaNαξ]
}∣∣∣∣ − π(ω1 + ω2)|ξ| (3.1.35)

approaches 0 point-wise in ξ ∈ [aN − bN ; bN − aN] \ {0} and is bounded as |gN(ξ)| ≤ C
(
1 +

∣∣∣ ln |ξ|∣∣∣). Since the endpoints aN

and bN are bounded in N in virtue of (2.4.12), we can apply the dominated convergence theorem to (ξ, η) 7→ gN(ξ − η) on
[aN ; bN]2.

The finiteness in N of C(N)
eq along with the confinement hypothesis (2.2.2) on the potential implies the existence of t > 0

independent of N such that:

∀ξ ∈ R \ [−t, t], VN;eff(ξ) ≥ V(ξ)
2
≥ |ξ|

2
. (3.1.36)

where the effective potential is defined by (3.1.16). In virtue of (2.4.12), one can always choose t such that it also holds
supp[µ(N)

eq ] ⊂ [−t/2 ; t/2].
Since⟨

f
⟩⊗n

1 L
(λ)
N
=

⟨
fsym

⟩⊗n
1 L

(λ)
N

with fsym(ξ1, . . . , ξn) =
1
n!

∑
σ∈SN

f
(
ξσ(1), . . . , ξσ(n)

)
(3.1.37)

we may assume that f is a completely symmetric function. Then, one gets

⟨
f
⟩⊗n

1 L
(λ)
N
=

⟨
f|c

⟩⊗n
1 L

(λ)
N
+ A(n)

N [ f ] , A(n)
N [ f ] =

n∑
p=1

(
n
p

)
A(n)

N;p
[
fsym

]
(3.1.38)

where

A(n)
N;p

[
fsym

]
= PN

[ ∫
[−t ;t]c

p∏
a=1

dL(λ)
N (ξa)

(t+1)∫
−(t+1)

n∏
a=p+1

dL(λ)
N (ξa)

p∏
a=1

(
1 − ϕ(ξa)

) n∏
a=p+1

ϕ(ξa) fsym(ξ1, . . . , ξn)
]
. (3.1.39)
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Note that, in the intermediate steps, we have used that supp
[
µ(N)

eq
] ∩ [−t ; t]c = ∅. Hence, one gets the bound∣∣∣∣A(n)

N;p
[
fsym

]∣∣∣∣ ≤ ||Kκ[ f ]||W∞0 (Rn) · 2p · ||eκV ||n−p
L∞([−(t+1) ;t+1]) · Ap (3.1.40)

with

Ap =
1

N p

∫
RN

pN
(
λ
) N∑

a1,...,ap
=1

p∏
ℓ=1

{
eκV(λaℓ ) · 1[−t;t]c

(
λaℓ

)} · dNλ . (3.1.41)

Observe that given any symmetric function g in p-variables, one has the decomposition

N∑
a1,...,ap
=1

g
(
λa1 , . . . , λap

)
=

p∑
ℓ=1

∑
r1,...,rℓ≥1

r1+...+rℓ=p

C(ℓ,p)
r1,...,rℓ ·

∑
1≤b1,...,bℓ≤N

pairwise disjoint

g
(
λb1 , . . . , λb1︸       ︷︷       ︸

r1

, . . . , λbℓ , . . . , λbℓ︸       ︷︷       ︸
rℓ

)
(3.1.42)

where C(ℓ,p)
r1,...,rℓ > 0 are purely combinatorial coefficients. The latter implies that, for some p-dependent constant Cp:

p∑
ℓ=1

∑
r1,...,rℓ≥1

r1+···+rℓ=p

C(ℓ,p)
r1,...,rℓ ≤ Cp . (3.1.43)

As a consequence, we get

Ap =
1

N p

p∑
ℓ=1

∑
r1,··· ,rℓ≥1

r1+···+rℓ=p

C(ℓ,p)
r1,...,rℓ

∫
RN

pN
(
λ
) ∑

b1,...,bℓ≥1
pairwise disjoint

ℓ∏
s=1

{
eκrsV(λbs ) · 1|x|>t

(
λbs

)} · dNλ

≤
p∑
ℓ=1

N · · · (N − ℓ + 1)
N p

∑
r1+···+rℓ⊣p

C(ℓ,p)
r1,...,rℓ

∫
([−t ;t]c)ℓ

ℓ∏
a=1

dλa

∫
RN−ℓ

N∏
a=ℓ+1

dλa · pN(λ)
ℓ∏

a=1

{
eκrsV(λa)

}
. (3.1.44)

It follows from (3.1.19) with η = 1/2 given in Proposition 3.1.6 that:

∣∣∣pN(λ) 1Ω(λ)
∣∣∣ ≤ N∏

a=1

e−
1
2 N1+αVN;eff (λa) · exp

{
− N2+α inf

λ∈Ω
D

2[L(̃λ)
N;u, µ

(N)
eq

]}
. (3.1.45)

This bound leads to:

Ap ≤ Cp · max
ℓ=1,...,p

{ ∫
[−t ;t]c

e−
1
2 N1+αVN;eff (ξ)+κV(ξ)dξ

}ℓ
· max
ℓ=1,...,p

{ ∫
R

e−
1
2 N1+αVN;eff (ξ)dξ

}N−ℓ
. (3.1.46)

Further, in virtue of (3.1.36) we have, for N large enough,∣∣∣∣∣ ∫
[−t ;t]c

e−
1
2 N1+αVN;eff (ξ)+κV(ξ)dξ

∣∣∣∣∣ ≤ ∣∣∣∣∣ ∫
[−t ;t]c

e−
1
8 N1+αV(ξ)dξ

∣∣∣∣∣ ≤ ∣∣∣∣∣ ∫
[−t ;t]c

e−
1
8 N1+α |ξ|dξ

∣∣∣∣∣ = O
(
e−cN1+α)

. (3.1.47)

The integral over R in (3.1.46) is bounded uniformly by a constant A, since VN;eff ≥ 0, and VN;eff grows at least linearly at
infinity. All in all, for any p ∈ [[ 1 ; n ]], (3.1.46) is bounded by C′ANe−cN1+α

= o(e−c′N1+α
), whence the result.

Corollary 3.1.10 Let κ ≥ 0. There exist constants Cn > 0 depending on n and κ such that the below bounds hold for any f
satisfying Kκ[ f ] ∈ W∞1 (Rn)∣∣∣⟨ f (ξ1, . . . , ξn)

⟩⊗n
1 L

(λ)
N

∣∣∣ ≤ Cn

{
N−n ||Kκ[ f ]||W∞1 (Rn) + N(α−1)n/2 ||Kκ[ f ]||1/2W∞n (Rn) · ||Kκ[ f ]||1/2W∞0 (Rn)

}
. (3.1.48)
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Proof — Using the decomposition (3.1.30) it is enough to obtain the bounds (3.1.48) for the compact restriction f|c of f

defined in (3.1.31). Upon decomposing L(λ)
N = L

(̃λ)
N;u + (L(λ)

N − L(̃λ)
N;u), we can write:

⟨
f|c

⟩⊗n
1 L

(λ)
N
=

n∑
ℓ=1

n∑
i1<···<iℓ
=1

PN

[ ∫
Rn

f|c
(
ξ1, . . . , ξn

) ℓ∏
a=1

dL(̃λ)
N;u(ξia )

n∏
a=1
,i1,...,iℓ

d
(
L(̃λ)

N;u − L(λ)
N

)
(ξa)

]
+

⟨
f
⟩⊗n

1 L
(̃λ)
N;u
. (3.1.49)

Since λ̃a’s are not far from λ̃a’s according to (3.1.15), we can bound for any ℓ ≤ n − 1,

∣∣∣∣∣PN

[ ∫
Rn

f|c
(
ξ1, . . . , ξn

) ℓ∏
a=1

dL(̃λ)
N;u(ξia )

n∏
a=1
,i1,...,iℓ

d(L(̃λ)
N;u − L(λ)

N )(ξa)
]∣∣∣∣∣

≤ 2n · ||Kκ[ f ]||W∞1 (Rn)
N(N − 1)

2
· e−(ln N)2

N
. (3.1.50)

To get the second factor, we used the chain of bounds

|| f|c||W∞1 (Rn) ≤ C1||Kκ[ f|c]||W∞1 (Rn) ≤ C2||Kκ[ f ]||W∞1 (Rn) . (3.1.51)

As a consequence, the first sum in (3.1.49) will only give rise to ||Kκ[ f ]||W∞1 (Rn) · O(N−∞) corrections. This being settled,
Proposition 3.1.6 ensures the existence of M > 0 and a constant C > 0 such that, for N large enough:

PN

[
ΩM;N

]
= O

(
e−CM N1+α)

with ΩM;N =
{
λ ∈ RN : D2[L(̃λ)

N;u, µ
(N)
eq

]
> M/N

}
. (3.1.52)

This ensures that∣∣∣∣⟨ f|c
⟩⊗n

1 L
(̃λ)
N;u

∣∣∣∣ ≤ C′ ||Kκ[ f ]||L∞(Rn) e−C′′M N1+α
+ RN;u[ f|c] (3.1.53)

with

RN;u[ f|c] =

∣∣∣∣∣∣PN

[
1Ωc

M;N

∫
Rn

f|c(ξ1, . . . , ξn)
n∏

a=1

dL(̃λ)
N;u(ξa)

]∣∣∣∣∣∣ . (3.1.54)

Finally, using Cauchy-Schwarz inequality to make the distance D appear:

RN;u[ f ] =
∣∣∣∣∣PN

[
1Ωc

M;N

∫
Rn

F [
f|c

]
(φ1, . . . , φn)

n∏
a=1

F [L(̃λ)
N;u

]
(−φa) · dnφ

(2π)n

]∣∣∣∣∣
≤

{ ∫
Rn

∣∣∣F [ f|c](φ1, . . . , φn)
∣∣∣2∏n

i=1

{
πβ

2Nαφi

2∑
p=1

cotanh
[ φi

2ωpNα

]} · dnφ

(2π)n

} 1
2

· PN

[
1Ωc

M;N
D

n[L(̃λ)
N;u, µ

(N)
eq

]]
. (3.1.55)

The last factor, because it is evaluated on the complement on ΩM;N , is at most O(N−n/2). The Fourier transform part of the
bound can be estimated with the bound:

n∏
i=1

∣∣∣∣∣∣ πβ

2Nαφi

2∑
p=1

cotanh
[ φi

2ωpNα

]∣∣∣∣∣∣−1

≤
n∏

i=1

(
C Nα|φi|

) ≤ (CNα)n
(
1 +

{ n∑
i=1

φ2
i

}1/2
)n

. (3.1.56)

Hence, there exists a constant C′n > 0 such that:∣∣∣⟨ f|c
⟩⊗n

1 L
(̃λ)
N

∣∣∣ ≤ C′n N(α−1)n/2
(
|| f|c||Hn/2(Rn) + ||Kκ[ f ]||W∞0 (Rn)

)
. (3.1.57)
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where the W∞0 norm is nothing but the L∞ norm. In order to bound || f|c||Hn/2(Rn) by the W∞n norms (c.f. their definition (1.6.7)),
we observe that:

|| f|c||2Hn/2(Rn) ≤ || f|c||Hn(Rn) · || f|c||L2(Rn) . (3.1.58)

The L2(Rn) norm is bounded directly as:

|| f|c||L2(Rn) ≤ C′
(
2t + 2)

n
2 · ||Kκ[ f ]||W∞0 (Rn) . (3.1.59)

Finally, in order to bound || f|c||Hn(Rn), we remark that (1 + |t|)2n ≤ 4n(1 + t2)n, so that:

(
1 +

{ n∑
a=1

φ2
a

}1/2
)2n

≤ C
n∑

k=0

Pk(φ2
1, . . . , φ

2
n) (3.1.60)

for some symmetric homogeneous polynomial of degree k which has the expansion:

Pk(φ2
1, . . . , φ

2
n) =

∑
k1+···+kn=k

p{ka} · φ2k1
1 · · ·φ

2kn
n with p{ka} ≥ 0 . (3.1.61)

This ensures that

|| f|c||2Hn(Rn) ≤ C
n∑

k=0

∑
k1+···+kn=k

p{ka}

∫ ∣∣∣∣ n∏
a=1

∂ka
ξa
· f|c(ξ1, . . . , ξn)

∣∣∣∣2 · dnξ

≤ C′ · (2 + 2t)n · ||Kκ[ f ]||2W∞n (Rn) . (3.1.62)

To get the last line, we have repeatedly used the sub-exponential hypothesis (2.2.4). As a consequence, for some constant C′

|| f|c||Hn/2(Rn) ≤ C′ · ||Kκ[ f ]||
1
2
W∞n (Rn) · ||Kκ[ f ]||

1
2
W∞0 (Rn) . (3.1.63)

Inserting the above bound in (3.1.57), we obtain∣∣∣⟨ f|c
⟩⊗n

1 L
(̃λ)
N

∣∣∣ ≤ C′′n N(α−1)n/2 ||Kκ[ f ]||
1
2
W∞n (Rn) · ||Kκ[ f ]||

1
2
W∞0 (Rn) , (3.1.64)

what leads to the claimed form of the bound on the average
⟨

f
⟩⊗n

1 L
(λ)
N

.

3.2 The Schwinger-Dyson equations
In the present section, we derive the system of Schwinger-Dyson equations in our model. The operator

UN[ϕ](ξ) = ϕ(ξ) · {V ′(ξ) − SN[ρ(N)
eq ](ξ)

}
+ SN[ϕ · ρ(N)

eq ](ξ) , (3.2.1)

with SN defined in (2.4.16) will arise in their expression, and play a crucial role in the large-N analysis. It will be shown in
Proposition 4.3.8 that the operator SN is invertible and in Proposition 5.2.1 that the operatorUN is invertible as well. We will
build on this information until the end of this chapter. At a later stage, we shall use as well fine bounds on theW∞

ℓ (R) norms
of functions Kκ

[U−1
N [ϕ]

]
which will be obtained later in Proposition 5.2.2. We do stress that these results on the invertibility

of SN andUN as well as those relative to estimates involvingU−1
N will be obtained independently of the results obtained in

the present chapter. By presenting this technical result only in a later Chapter 5, and using it as a tool in the present chapter,
we hope to make the principles of analysis of Schwinger-Dyson equations more transparent.

Since we will be dealing with operators initially defined on functions in one variable but acting on one of the variables of
a function in many variables, it is useful to introduce the
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Definition 3.2.1 Given an operator O : W∞p (R) → W∞p (Rℓ) acting on functions of one variable and ϕ ∈ W∞
p (Rn), Ok[ϕ]

refers to the function

Ok[ϕ](ξ1, . . . , ξn+ℓ−1) = Ok
[
ϕ(ξ1, . . . , ξk−1, ∗, ξk+ℓ, . . . , ξn+ℓ−1)

]
(ξk, . . . , ξk+ℓ−1) , (3.2.2)

in which ∗ denotes the variable of ϕ on which the operator Ok acts.

For instance, according to the above definition, we haveUN;1
[
ϕ
]
(ξ1, . . . , ξn) = UN

[
ϕ(∗, ξ2, . . . , ξn)

]
(ξ1).

Definition 3.2.2 If ϕ is a function in n ≥ 1 variables, we denote ∂p the differentiation with respect to the pth variable. We
also define an operator Ξ(p) : W∞

ℓ (Rn)→ W∞ℓ (Rn−1) by:

Ξ(p)[ϕ](ξ1, . . . , ξn) = ϕ(ξ1, . . . , ξp−1, ξ1, ξp, . . . , ξn−1) .

Proposition 3.2.3 Let ϕn be a function in n real variables such that Kκ[ϕn] ∈ W∞
1 (Rn), cf. (3.1.27), for some κ ≥ 0 that

can depend on n. Then, all expectation values appearing below are well-defined. Furthermore, the level 1 Schwinger-Dyson
equation takes the form:

−⟨ϕ1
⟩
L(λ)

N
+

1
2

⟨
DN ◦ U−1

N [ϕ1]
⟩
L(λ)

N ⊗L
(λ)
N

+
(1 − β)
N1+α

⟨
∂1U−1

N [ϕ1]
⟩
µ(N)

eq
+

(1 − β)
N1+α

⟨
∂1U−1

N [ϕ1]
⟩
L(λ)

N
= 0 . (3.2.3)

There,DN corresponds to the non-commutative derivative

DN[ϕ](ξ, η) =
{ 2∑

p=1

βπωp cotanh
[
πωpNα(ξ − η)

]} · (ϕ(ξ) − ϕ(η)
)
. (3.2.4)

In their turn, the Schwinger-Dyson equation at level n takes the form:

⟨
ϕn

⟩
n⊗
L(λ)

N

=
1

N2+α

n∑
p=2

⟨
Ξ(p) ◦ U−1

N;1[∂pϕn]
⟩

n−1⊗
L(λ)

N

+
1
2

⟨
DN;1 ◦ U−1

N;1[ϕn]
⟩

n+1⊗
L(λ)

N

+
(1 − β)
N1+α

⟨
∂1U−1

N;1[ϕn]
⟩
µ(N)

eq

n−1⊗
L(λ)

N

+
1

N2+α

n∑
p=2

⟨
Ξ(p) ◦ U−1

N;1[∂pϕn]
⟩
µ(N)

eq

n−2⊗
L(λ)

N

+
(1 − β)
N1+α

⟨
∂1U−1

N;1[ϕn]
⟩

n⊗
L(λ)

N

. (3.2.5)

Proof — Schwinger-Dyson equations express the invariance of an integral under change of variables, or equivalently, inte-
gration by parts. Although the principle of derivation is well-known, we include the proof to be self-contained, following
the route of infinitesimal change of variables. Let ϕ(a), a = 1, . . . , n + 1 be a collection of smooth and compactly supported
functions. We introduce an ϵ-deformation of the probability density pN given in (2.5.1) by setting:

p({ϵa}n1)
N

(
λ
)
=

1
ZN({ϵa})

N∏
a<b

{
sinh

[
πω1Nα(λa − λb)

]
sinh

[
πω2Nα(λa − λb)

]}β N∏
a=1

e−N1+αV({ϵa })(λa) , (3.2.6)

where:

V({ϵa})(λ) = V(λ) +
n+1∑
a=2

ϵa

(
ϕ(a)(ξ) −

∫
ϕ(a)(η) dµ(N)

eq (η)
)
. (3.2.7)

The new normalisation constant ZN({ϵa}) in (3.2.6) is such that p({ϵa})
N is a still a probability density on RN .

We then define Gt(µ) = µ+ tϕ(1)(µ). Since ∂ξϕ(1)(ξ) is bounded from below, for t small enough Gt is a diffeomorphism of
R. Let us carry out the change of variables λa = Gt(µa) and translate the fact that p({ϵa})

N is a probability measure. This yields

1 =
∫
RN

p({ϵa})
N (λ)

N∏
a=1

dλa =

∫
RN

p({ϵa})
N

(
Gt(λ1), . . . ,Gt(λN)

) N∏
a=1

G′t(λa) dλa . (3.2.8)
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As a consequence, the change of variables yields, to the first order in t:

1 =
∫
RN

dNλ

{
1 + t

N∑
a=1

∂λaϕ
(1)(λa)

}{
1 − t N1+α

N∑
a=1

(
V({ϵa})

)′(λa) ϕ(1)(λa)
}

{
1 + t Nα

N∑
a<b

[ 2∑
p=1

βπωp cotanh[πωpNα(λa − λb)]
][
ϕ(1)(λa) − ϕ(1)(λb)

]}
· p({ϵa})

N (λ) + O(t2) . (3.2.9)

Identifying the terms linear in t leads to:

−
⟨
ϕ(1)∂1

[
V({ϵa})

]⟩({ϵa})

L(λ)
N

+
1
2

⟨
DN[ϕ(1)]

⟩({ϵa})

L(λ)
N ⊗L(λ)

N

+
(1 − β)
N1+α

⟨
∂1ϕ

(1)⟩({ϵa})
L(λ)

N

= 0 . (3.2.10)

The superscript ({ϵa}) is there to emphasise that the averages should be taken with respect to the probability measure asso-
ciated with the ϵ-deformed density (3.2.6). We then centralise the empirical measures with respect to µ(N)

eq . By using the
integral equation satisfied by the density of the equilibrium measure V ′(ξ) = SN

[
ρ(N)

eq
]
(ξ) for ξ ∈ [aN ; bN], we obtain:

−
⟨
UN[ϕ(1)]

⟩({ϵa})

L(λ)
N

−
n+1∑
p=2

ϵa

(⟨
ϕ(1) ∂1ϕ

(p)⟩
µ(N)

eq
+

⟨
ϕ(1) ∂1ϕ

(p)⟩({ϵa})
L(λ)

N

)
+

1
2

⟨
DN[ϕ(1)]

⟩({ϵa})

L(λ)
N ⊗L

(λ)
N

+
(1 − β)
N1+α

(⟨
∂1ϕ

(1)⟩
µ(N)

eq
+

⟨
∂1ϕ

(1)⟩({ϵa})
L(λ)

N

)
= 0 . (3.2.11)

Sending ϵa’s to zero in this equation leads to the desired form of the Schwinger-Dyson equation at level 1. In order to get the
Schwinger-Dyson equation at level n, we should compute the ϵa derivatives of (3.2.11) evaluated at ϵa ≡ 0. However, first,
it is convenient to multiply the above equation by ZN({ϵa})/ZN[V] so as to avoid differentiating the {ϵa}-dependent partition
function entering in the definition of the density p({ϵa})

N (λ). Doing so, however, produces additional averages in front of the
averages solely involving the non-stochastic measures µeq:

−
⟨
UN[ϕ(1)](ξ1)

n∏
a=2

ϕ(a)(ξa)
⟩

n+1⊗
L(λ)

N

+
1

N2+α

n+1∑
p=2

⟨
ϕ(1)(ξ1) ∂1ϕ

(p)(ξ1)
n+1∏
a=2
,p

ϕ(a)(ξ(p)
a )

⟩
n⊗
L(λ)

N

+
1
2

⟨
DN[ϕ(1)](ξ1, ξ2)

n+1∏
a=2

ϕ(a)(ξa+1)
⟩

n+2⊗
L(λ)

N

+
(1 − β)
N1+α

⟨
∂1ϕ

(1)(ξ1)
⟩
µ(N)

eq
·
⟨ n+1∏

a=2

ϕ(a)(ξa−1)
⟩

n⊗
L(λ)

N

+
1

N2+α

n+1∑
p=2

⟨
ϕ(1)(ξ1)∂1ϕ

(p)(ξ1)
⟩
µ(N)

eq

⟨ n+1∏
a=2
,p

ϕ(a)(ξ(p)
a−1)

⟩
n−1⊗
L(λ)

N

+
(1 − β)
N1+α

⟨
∂1ϕ

(1)(ξ1)
n+1∏
a=2

ϕ(a)(ξa)
⟩

n+1⊗
L(λ)

N

= 0 . (3.2.12)

To any ξ ∈ Rn−1, we associated the vector ξ(p) ∈ Rn by ξ(p) = (ξ1, . . . , ξp−1, ξ1, ξp, . . . , ξn−1), whose components arise in
products of the type

∏n+1
a=2
,p
ϕ(a)(ξ(p)

a ). The representation

UN[ϕ](ξ) = ϕ(ξ)V ′(ξ) +

bN∫
aN

{ 2∑
p=1

βπωp cotanh
[
πωpNα(ξ − η)

]}(
ϕ(η) − ϕ(ξ)

)
ρ(N)

eq (η) dη (3.2.13)

readily shows that the operators UN and DN are both continuous as operators W∞1 (K) → W∞
0 (K) for any compact K ⊆ R.

This continuity along with the finiteness of the measure PN is then enough to conclude, by density of C∞c (R) ⊗ · · · ⊗ C∞c (R)
in C∞c (Rn), that equation (3.2.5) holds for all functions ϕn ∈ C∞c (Rn). Eventually, the assumption of compact support can be
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dropped. Indeed, given any ϕn ∈ C∞c (Rn), the Schwinger-Dyson equation at level n can be presented as

⟨UN;1[ϕn]
⟩

n⊗
L(λ)

N

=
1

N2+α

n∑
p=2

⟨
Ξ(p)[∂pϕn]

⟩
n−1⊗
L(λ)

N

+
1
2

⟨
DN;1[ϕn]

⟩
n+1⊗
L(λ)

N

+
(1 − β)
N1+α

⟨
∂1ϕn

⟩
µ(N)

eq

n−1⊗
L(λ)

N

+
1

N2+α

n∑
p=2

⟨
Ξ(p)[∂pϕn]

⟩
µ(N)

eq

n−2⊗
L(λ)

N

+
(1 − β)
N1+α

⟨
∂1ϕn

⟩
n⊗
L(λ)

N

. (3.2.14)

It is readily seen due to the sub-exponentiality hypothesis (2.2.4) that given 0 < κ < κ′ and ϕn such that Kκ[ϕn] ∈ W∞
1 (Rn),

we have:

||Kκ′
[UN;1[ϕn]

]||W∞0 (Rn) ≤ C||Kκ[ϕn]]||W∞0 (Rn) (3.2.15)

and likewise for DN;1. Thus, since Kκ[ϕn] ∈ W∞
1 (Rn) can be approached in W∞1 (Rn) norm by functions Kκ[ψn] with ψn ∈

C∞c (Rn), it remains to invoke the finiteness of the measures PN and the decomposition of the nth order averages obtained
in Lemma 3.1.9 so as to get (3.2.5) in full generality. In the announcement of the result, we actually choose to write the
Schwinger-Dyson equation (3.2.5) for U−1

N;1[ϕn] instead of ϕn. This rewriting is possible because we construct in Chapter 5
this inverse U−1

N;1, and merely anticipate the use we will make of this equation. The Schwinger-Dyson equation we have
proved in the form (3.2.5) holds independent of the invertibility ofUN;1.

It follows from the form taken by the Schwinger-Dyson equations that, if we want to solve these equations perturbatively
we should, in the very first place, construct the inverse to the operator UN . This should be done is such a way that one can
control explicitly or at least in a manageable way, its dependence on N and its possible singularities. Indeed, the building
blocks ofU−1

N exhibit, for instance, square root like singularities at the endpoints of the support [aN ; bN] of the equilibrium
measure. In § 5.2.1, we shall construct a regular representation for U−1

N . By regularity, we mean that the various square
root singularities present in its building blocks eventually cancel out, hence showing thatU−1

N [H] is smooth as long as H is.
Then, in § 5.2.2, we shall provide explicit, N-dependent, bounds on the W∞ℓ (R) norms ofU−1

N [H]. These will play a crucial
role in the large-N analysis of the Schwinger-Dyson equations.

3.3 Asymptotic analysis of the Schwinger-Dyson equations

The asymptotic analysis of the Schwinger-Dyson equation builds heavily on a family of N-weighted norms that we introduce
below.

Definition 3.3.1 For any ϕ ∈ W∞
n (Rp), the N-weighted L∞ norm of order ℓ is defined by

N (ℓ)
N [ϕ] =

ℓ∑
k=0

||ϕ||W∞k (Rp)

Nkα . (3.3.1)

This notation does not specify the number of variables of ϕ since this is usually clear from the context.

The weighted norm satisfies the obvious bound:

N (ℓ)
N [ϕ] ≤ ℓ · ||ϕ||W∞

ℓ
(Rp) , (3.3.2)

and, respectively, the operators of differentiation and "repetition of a variable" Ξ(p) are bounded as :

N (ℓ)
N [∂pϕ] ≤ NαN (ℓ+1)

N [ϕ] , N (ℓ)
N

[
Ξ(p)[ϕ]

] ≤ N (ℓ)
N [ϕ] . (3.3.3)

Also, it is important to introduce a specific function that allows one to control the dependence on the potential in the various
bounds that issue from the Schwinger-Dyson equations.
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Definition 3.3.2 The order ℓ estimate of the potential V is defined as

nℓ[V] =
max

{ ℓ∏
a=1
||Kκ[V ′]||W∞ka

(Rn) :
ℓ∑

a=1
ka = 2ℓ + 1

}
{

min
(
1 , inf[a ;b] |V ′′(ξ)| , |V ′(b + ϵ) − V ′(b)| , |V ′(a − ϵ) − V ′(a)|

)}ℓ+1 , (3.3.4)

where ϵ > 0 is small enough and fixed once for all, while κ > 0. We also remind that Kκ is the exponential regularisation of
Definition 3.1.7.

Since κ only plays a minor role due to the sub-exponentiality hypothesis (2.2.4) in the estimates provided by nℓ[V], we
chose to keep its dependence implicit. Note also that the constants nℓ[V] satisfy

nℓ[V] · nℓ′ [V] ≤ nℓ+ℓ′+1[V] . (3.3.5)

Lemma 3.3.3 Let κ > 0 . There exist constants Cn;ℓ, C̃n;ℓ > 0 such that, for any ϕ satisfying

• Kκ/ℓ[ϕ] ∈ W∞
2ℓ+1(Rn)

• ξ 7→ ϕ(ξ, ξ2, . . . , ξn) ∈ Xs([aN ; bN]), 0 < s < 1/2, that is to say1

∫
R+iϵ

dµ
2iπ

χ11(µ)

bN∫
aN

ϕ(ξ, ξ2, . . . , ξn) eiµNα(ξ−bN )dξ = 0 almost everywhere in (ξ2, . . . , ξn) ∈ Rn−1 (3.3.6)

we have the bounds:

N (ℓ)
N

[
Kκ

[U−1
N;1[ϕ]

]] ≤ Cn;ℓ · nℓ[V] · Nα · ( ln N
)2ℓ+1 · N (2ℓ+1)

N
[Kκ[ϕ]

]
, (3.3.7)

N (ℓ)
N

[
Kκ

[DN;1[ϕ]
]] ≤ C̃n;ℓ · (ln N)2 · N (ℓ+1)

N
[Kκ[ϕ]

]
. (3.3.8)

Note that the above lemma implies, in particular, a bound on the weighted norm ofDN;1 ◦ U−1
N;1:

N (ℓ)
N

[
Kκ

[DN;1 ◦ U−1
N;1[ϕ]

]] ≤ C′n,ℓ · nℓ+1[V] · Nα · ( ln N
)2ℓ+5 · N (2ℓ+3)

N
[Kκ[ϕ]

]
, (3.3.9)

We stress for the last time that the proof of this Lemma, for the part concerning U−1
N;1, relies on estimates of this inverse

obtained in Chapter 5 independently of the present chapter.

Proof — We first focus on the norm of Kκ
[DN;1[ϕ]

]
. In order to obtain (3.3.8), we bound

Okn+1 (ξn+1) =
n+1∏
a=1

∂ka
ξa
Kκ

[DN;1[ϕ]
]
(ξ1, . . . , ξn+1) with

n+1∑
a=1

ka ≤ ℓ ka ∈ N (3.3.10)

by different means in the two cases of interest, viz. Nα|ξ1 − ξ2| ≥ (ln N)2 and Nα|ξ1 − ξ2| < (ln N)2.
We first treat the case Nα|ξ1 − ξ2| ≥ (ln N)2. Observe that for |Nαξ| ≥ (ln N)2, we have:

∀ℓ ≥ 0,
∣∣∣∂ℓξ{S (Nαξ)

}∣∣∣ ≤ δℓ,0 c′0 + (1 − δℓ,0) c′ℓ Nℓαe−c′′ ln2 N ≤ cℓ
(

ln N
)2 (3.3.11)

for some constants cℓ, where S is defined in (2.4.16) and δℓ,0 being the Kronecker symbol. Therefore:

∣∣∣Okn+1 (ξn+1)
∣∣∣ ≤ ∑

pa+ℓa=ka
a=1,2

2∏
a=1

(
ka

pa

)
·
∣∣∣∣∂p1
ξ1
∂

p2
ξ2

[
ϕ{ka}(ξ1, ξ3, . . . , ξn+1) − ϕ{ka}(ξ2, ξ3, . . . , ξn+1)

]∣∣∣∣ · cℓ1+ℓ2 · (ln N)2

≤ C · N[max(k1,k2)]α · (ln N)2
max(k1,k2)∑

s=0

N−sα max
η∈{ξ1,ξ2}

∣∣∣∂s
1ϕ{ka}(η, ξ3, . . . , ξn+1)

∣∣∣
≤ C · Nℓα · (ln N)2 · N (ℓ)

N
[Kκ[ϕ]

]
, (3.3.12)

1It is straightforward to check by carrying out contour deformations that, for functions ψ decaying sufficiently fast at infinity with respect to its first
variable, the condition (3.3.6) is equivalent to belonging to Xs(R).
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where, in the intermediate calculations, we have used:

ϕ{ka}(ξ1, ξ2, . . . , ξn) =
n+1∏
a=3

∂ka
ξa

{
Kκ[ϕ](ξ1, ξ2, . . . , ξn)

}
. (3.3.13)

We now turn to the case when Nα|ξ1 − ξ2| < (ln N)2. Observe that for any ℓ ∈ N and |Nαξ| ≤ (ln N)2, the function S̃ , with
S̃ (x) = xS (x), satisfies

∀ℓ ≥ 0,
∣∣∣∂ℓξ {S̃ (Nαξ)

}∣∣∣ ≤ δℓ,0
∣∣∣Nαξ

[
S (Nαξ) − 2β

Nαξ

]
+ 2β

∣∣∣ + (1 − δℓ,0) Nℓα||S̃ ||W∞
ℓ

(R) ≤ cℓNαℓ( ln N
)2 (3.3.14)

for some constants cℓ. Starting from the integral representation

Okn+1 (xn+1) =

1∫
0

dt
Nα

∂k1
ξ1
∂k2
ξ2

{
∂1ϕ{ka}(ξ1 + t(ξ2 − ξ1), ξ3, . . . , ξn+1) · S̃ (

Nα(ξ1 − ξ2)
)}
, (3.3.15)

we obtain:

∣∣∣Okn+1 (xn+1)
∣∣∣ ≤ ∑

pa+ℓa=ka
a=1,2

(
k1
p1

)(
k2
p2

)
cℓ1+ℓ2

Nα(1−ℓ1−ℓ2)

1∫
0

(1 − t)p1 tp2 (∂p1+p2+1
1 ϕ{ka})

(
ξ1 + t(ξ2 − ξ1), ξ3, . . . , ξn+1

) · (ln N)2 · dt

≤ CN(k1+k2)α(ln N)2
k1+k2+1∑

s=1

N−sα max
η∈[ξ1 ;ξ2]

∣∣∣(∂s
1ϕ{ka})(η, ξ3, . . . , ξn+1)

∣∣∣
≤ CNℓα(ln N)2 · N (ℓ+1)

N
[Kκ[ϕ]

]
. (3.3.16)

Putting together (3.3.12) and (3.3.16) and taking the supremum over {ka} such that
∑

a ka ≤ ℓ, we deduce the desired bound
(3.3.8) for the weighted norm ofDN .

The bounds for the weighted norm of Kκ
[U−1

N;1[ϕ]
]

are obtained quite straightforwardly by using the W∞ℓ (R) bounds on
Kκ

[U−1
N;1[ϕ]

]
as derived in Proposition 5.2.2.

With the bounds on the action of the operators U−1
N;1 and DN;1, we can improve the a priori bounds on the centred

expectation values of the correlators through a bootstrap procedure.

Proposition 3.3.4 Let α < 1/4 and pick κ > 0. There exist an increasing sequence of integers (mn)n, positive constants
(Cn)n, such that, for any n ≥ 1 and ϕ ∈ Xs([aN ; bN]) in the sense of (3.3.6) and satisfying Kκ[ϕ] ∈ W∞

mn
(Rn), cf. (3.1.27), we

have: ∣∣∣∣⟨ϕ⟩⊗n
1 L

(λ)
N

∣∣∣∣ ≤ Cn · nmn [V] · N (mn)
N

[Kκ[ϕ]
]

N(α−1)n . (3.3.17)

The whole dependence of the upper bound on the potential V is contained in the constant nℓn [V], and we can take:

mn = ℓ
(qn)
n , qn = 1 +

⌊ n
1 − 4α

⌋
, ℓ

(q)
n = 2q(n + q) + 3(2q − 1) . (3.3.18)

Proof — The proof utilises a bootstrap-based improvement of the a priori bounds given in Corollary 3.1.10. Namely, assume
the existence of sequences ηN → 0, κN ∈ [0 ; 1], and constants Cn > 0 independent of N, and integers ℓn increasing with n,
such that, for any ϕ such that Kκ[ϕ] ∈ W∞ℓn

(Rn):∣∣∣∣⟨ϕ⟩⊗n
1 L

(λ)
N

∣∣∣∣ ≤ Cn · nℓn [V] · N (ℓn)
N

[Kκ[ϕ]
] · (ηn

N · κN + Nn(α−1)
)
. (3.3.19)

We will establish that there exists a new constants C′n > 0 and integers ℓ′n = 2ℓn+1 + 3 such that, for Kκ[ϕ] ∈ W∞
ℓ′n

(Rn):∣∣∣∣⟨ϕ⟩⊗n
1 L

(λ)
N

∣∣∣∣ ≤ Cn · nℓ′n [V] · N (ℓ′n)
N

[Kκ[ϕ]
] · (ηn

N · κ′N + Nn(α−1)
)
, (3.3.20)
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where

κ′N = κN
(

ln N
)ℓ′n+2 max

(
NαηN ; Nα−2η−2

N ; Nα−1η−1
N

)
. (3.3.21)

Before justifying (3.3.21), let us examine its consequences. The bootstrap approach can be settled if

κ′N = N−γκκN (3.3.22)

Assuming momentarily that ηN = N−γ, when 0 < α < 1, the range of α and γ ensuring (3.3.22) is:

α < γ < 1 − α what implies α < 1/2 . (3.3.23)

The rate γκ at which κ′N/κN goes to zero increases when γ runs from α to 1/2, is maximal and equal to 1/2−α when γ = 1/2,
and then decreases when γ increases between 1/2 and 1 − α.

The a priori estimate proved in Corollary 3.1.10 gives:∣∣∣∣⟨ϕ⟩⊗n
1 L

(λ)
N

∣∣∣∣ ≤ C′n · ||Kκ[ϕ]||
1
2
W∞n (Rn) · ||Kκ[ϕ]||

1
2
W∞0 (Rn) · N

(α−1)n/2 ≤ C′n · N
(n)
N

[Kκ[ϕ]
]

N(α−1/2)n . (3.3.24)

Therefore, the assumption (3.3.20) is satisfied with ηN = N−γ for γ = 1/2 − α, and the order ℓn = n for the weighted norm.
The bootstrap condition (3.3.23) then implies α < 1/4, and in this case, we find:

κ′N ≤ κN (ln N)ℓ
′
n N−

(1−4α)
2 . (3.3.25)

Now, we can iterate the bootstrap until the first term in (3.3.20) becomes less or equal than the second term N(α−1)n. This
is obtained in a number of steps qn determined by the equation N−(1/2−α)nN−(1−4α)qn/2 ≪ N(α−1)n, therefore:

qn = 1 +
⌊ n
1 − 4α

⌋
. (3.3.26)

The order of the weighted norm appearing in the bound of the n point correlations at step q of the recursion satisfies ℓ(q)
n =

2ℓ(q−1)
n+1 + 3, with initial condition ℓ(0)

n = n. The solution is

ℓ
(q)
n = 2q(n + q) + 3(2q − 1) . (3.3.27)

Therefore, we get at the end of the recursion:∣∣∣∣⟨ϕ⟩⊗n
1 L

(λ)
N

∣∣∣∣ ≤ Cn · N(α−1)n · N (mn)
N

[Kκ[ϕ]
]
, mn = ℓ

(qn)
n . (3.3.28)

We shall now justify the claim (3.3.21). Starting from (3.3.19), we bound
⟨
ϕ
⟩⊗n

1 L
(λ)
N

given by the Schwinger-Dyson
equations of Proposition 3.2.3, using the norms of the operators UN;1 and DN obtained in Lemma 3.3.3. We stress that it
is indeed licit to apply the bound (3.3.7) for U−1

N for, if ϕ satisfies the condition (3.3.6), then so do the functions ∂pϕ with
p = 2, . . . , n. Respecting the order of appearance of terms in (3.2.5), we get2:

∣∣∣∣⟨ϕ⟩⊗n
1 L

(λ)
N

∣∣∣∣ ≤ Cn2
ℓn−1

[V]
N2α

N2+α (ln N)2ℓn−1+1N (2ℓn−1+2)
N

[Kκ[ϕ]
] · (ηn−1

N · κN + N(n−1)(α−1)
)

+ Cnℓn+1 [V]nℓn+1+1[V]Nα(ln N)2ℓn+1+5 · N (2ℓn+1+3)
N

[Kκ[ϕ]
] · (ηn+1

N · κN + N(n+1)(α−1)
)

+ C nℓn−1 [V]nℓn−1+1[V]
N2α

N1+α (ln N)2ℓn−1+3 · N (2ℓn−1+3)
N

[Kκ[ϕ]
] · (ηn−1

N · κN + N(n−1)(α−1)
)

+ C(nℓn−2 [V])2 N2α

N2+α (ln N)2ℓn−2+2 · N (2ℓn−2+1)
N

[Kκ[ϕ]
] · (ηn−2

N · κN + N(n−2)(α−1)
)

+ C nℓn [V]nℓn+1[V]
N2α

N1+α (ln N)2ℓn−1+3 · N (2ℓn+3)
N

[Kκ[ϕ]
] · (ηn

N · κN + Nn(α−1)
)
, (3.3.29)

2The third and fifth line are absent in the case β = 1, and it gives a larger range of α > 0 for which ηN can be chosen so that the bootstrap works. But,
eventually, this does not lead to a stronger bound because we can only initialize the bootstrap with the concentration bound (3.1.10) i.e. ηN = N−(1/2−α).
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for some constant C > 0 depending on n and κ only. Note that terms integrated against the probability measure µ(N)
eq have

been bounded by means of sup norms. The maximal powers of N are exactly as in (3.3.21) – since we assume ηN → 0,
the powers arising in the first line are negligible compared to those in the fourth line. We can then use (3.3.5) to bound the
products of nℓ[V]’s in terms of nℓ′n [V] for a choice:

ℓ′n ≥ max
(
2ℓn−1 + 2, 2ℓn+1 + 3, 2ℓn−1 + 3, 2ℓn−2 + 2, 2ℓn + 3

)
. (3.3.30)

Since (ℓn)n is increasing, we can take ℓ′n = 2ℓn+1 + 3, and we indeed find (3.3.20) for N large enough. Note that, the new
sequence (ℓ′n)n is, again, increasing. Then, the maximal power of ln N occurs in the second line, and is (ln N)2ℓn+1+5 =

(ln N)ℓ
′
n+2. So, we have fully justified (3.3.20).

The improved estimates on the multi-point correlators are almost all that is needed for obtaining the large N asymptotic
expansion of general one-point functions up to o(N−(2+α)) corrections. Prior to deriving such results, we still need to introduce
an operator X̃N mapping any function W∞

p (O), O a bounded open subset in Rn, onto a function belonging to Xs([aN ; bN]) in
the sense of (3.3.6).

Definition 3.3.5 Let XN be the linear form on W∞1 ([aN ; bN]):

XN[ϕ] =
iNα

χ11;+(0)

∫
R+iϵ

dµ
2iπ

χ11(µ)

bN∫
aN

eiµNα(ξ−bN ) ϕ(ξ) dξ . (3.3.31)

Then, we denote by X̃N the operator

X̃N[ϕ](ξ) = ϕ(ξ) − XN[ϕ] (3.3.32)

and also define:

Ũ−1
N = U−1

N ◦ X̃N , W̃N =WN ◦ X̃N . (3.3.33)

It follows readily from the identity∫
R+iϵ

χ11(µ) · 1 − e−iµxN

µ
· dµ

2iπ
= χ11;+(0) with xN = Nα(bN − aN) , (3.3.34)

that X̃N[ϕ] ∈ Xs([aN ; bN]) in the sense of (3.3.6). The proof of (3.3.34) follows from the use of the boundary conditions
e−iλNα(bN−aN )χ11;+(λ) = χ11;−(λ), λ ∈ R the fact that χ11 ∈ O(C \ R) and that χ11(λ) = O

(|λ|−1/2) at infinity. Likewise, by using
the bounds (6.1.23) obtained in Corollary 6.1.3 it is readily seen that

N (p)
N

[
Kκ

[X̃N[ϕ]
]] ≤ C · N (p)

N
[Kκ[ϕ]

]
. (3.3.35)

Proposition 3.3.6 Given any κ > 0, and any ϕ satisfying Kκ[ϕ] ∈ W∞ℓ (R), we have:⟨
ϕ
⟩
L(λ)

N
=

(1 − β)
N1+α ·

⟨
∂1Ũ−1

N
[
ϕ
]⟩
µ(N)

eq
+

1
2N2+α

⟨
Ξ(2)

[
∂2Ũ−1

N;1

[
DN

[Ũ−1
N

[
ϕ
]]]] ⟩

µ(N)
eq

+
(1 − β)2

2N2(1+α)

⟨
∂1∂2Ũ−1

N;1Ũ−1
N;2

[
DN

[Ũ−1
N

[
ϕ
]]] ⟩⊗2

µ(N)
eq

+
(1 − β)2

N2(1+α)

⟨
∂1Ũ−1

N
[
∂1Ũ−1

N [ϕ]
]⟩
µ(N)

eq
+

δN[ϕ,V]
N2+α . (3.3.36)

The remainder δN[ϕ,V] is bounded as:∣∣∣δN[ϕ,V]
∣∣∣ ≤ C · nℓ[V] · N (ℓ′)

N
[Kκ[ϕ]

] · N6α−1 (ln N)ℓ
′′

(3.3.37)

for a constant C > 0 that does not dependent on ϕ nor on the potential V, and the integers:

ℓ = max(3m3 + 5, 8m2 + 18), ℓ′ = max(4m3 + 9, 14m2 + 37), ℓ′′ = max(14m2 + 17, 6m3 + 16)

given in terms of the sequence (mn)n introduced in (3.3.18).
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Proof — The strategy is to exploit the Schwinger-Dyson equation and get rid of expectation values of functions integrated
against the random measure L(λ)

N . This can be done by replacing them approximately by integration against a deterministic
measure of a transformed function, up to corrections that we can estimate.

Let ϕ be a sufficiently regular function of one variable. Since the signed measure L(λ)
N has zero mass, it follows that⟨

ϕ
⟩
L(λ)

N
=

⟨X̃N[ϕ]
⟩
L(λ)

N
. We can use the Schwinger Dyson equation at level 1 (3.2.3) for the function X̃N[ϕ], and apply the

sharp bounds of Proposition 3.3.4 to derive:∣∣∣∣⟨ϕ⟩L(λ)
N
− 1 − β

N1+α

⟨
∂1U−1

N
[X̃N[ϕ]

]⟩
µ(N)

eq

∣∣∣∣ ≤ C · n2m2+2[V] · N (2m2+3)
N

[Kκ[ϕ]
] · N3α−2(ln N)2m2+5 . (3.3.38)

Above, we have stressed explicitly the composition of the operatorU−1
N with X̃N . This bound ensures that∣∣∣∣1 − βN1+α

⟨
∂1Ũ−1

N [ϕ]
⟩
L(λ)

N
− (1 − β)2

N2(1+α)

⟨
∂1Ũ−1

N
[
∂1Ũ−1

N [ϕ]
]⟩
µ(N)

eq

∣∣∣∣ ≤ C′ ·n4m2+7[V] ·N (4m2+9)
N

[Kκ[ϕ]
] ·N4α−3(ln N)6m2+14 . (3.3.39)

where we remind that Ũ−1
N = U−1

N ◦ X̃N . Equation (3.3.39) can be used for a substitution of the term proportional to (1 − β)
in the Schwinger-Dyson equation at level 1 (3.2.3), and we get:∣∣∣∣⟨ϕ⟩L(λ)

N
− 1 − β

N1+α

⟨
∂1Ũ−1

N [ϕ]
⟩
µ(N)

eq
− (1 − β)2

N2(1+α)

⟨
∂1Ũ−1

N
[
∂1Ũ−1

N [ϕ]
]⟩
µ(N)

eq

− 1
2
⟨DN ◦ Ũ−1

N [ϕ]
⟩⊗2 L(λ)

N

∣∣∣∣ ≤ C′ · n4m2+7[V] · N (4m2+9)
N

[Kκ[ϕ]
] · N4α−3(ln N)6m2+14 . (3.3.40)

In order to gain a better control on the term involvingDN – which is a two-point correlator – we need to study the Schwinger-
Dyson equation at level n = 2 (3.2.5). Given a sufficiently regular function ψ2 in two variables, using the sharp bounds of
Proposition 3.3.4, we find:∣∣∣∣∣⟨ψ2

⟩⊗2L(λ)
N
− 1

N2+α

⟨
Ξ(2)

[
∂2Ũ−1

N;1
[
ψ2

]]⟩
µ(N)

eq
− 1 − β

N1+α

⟨(
∂1Ũ−1

N;1[ψ2]
)⟩
µ(N)

eq
⊗
L(λ)

N

∣∣∣∣∣
≤ C · n2m3+2[V] · N (2m3+3)

N
[Kκ[ψ2]

] · N4α−3(ln N)2m3+5 . (3.3.41)

We apply this estimate to the particular choice:

ψ2(ξ1, ξ2) = DN
[Ũ−1

N [ϕ]
]
(ξ1, ξ2) . (3.3.42)

Thanks to the bound (3.3.9) on the norm ofDN ◦ U−1
N and the sub-multiplicativity (3.3.5) of the nℓ[V]’s, we deduce:∣∣∣∣∣⟨ψ2

⟩⊗2L(λ)
N
− 1

N2+α

⟨
Ξ(2)

[
∂2Ũ−1

N;1
[
ψ2

]]⟩
µ(N)

eq
− 1 − β

N1+α

⟨(
∂1Ũ−1

N;1[ψ2]
)⟩
µ(N)

eq
⊗
L(λ)

N

∣∣∣∣∣
≤ C · n4m3+7[V] · N (4m3+9)

N
[Kκ[ϕ]

] · N5α−3 (ln N)6m3+16 . (3.3.43)

This can be used for a substitution of
⟨
ψ2

⟩
=

⟨DN◦U−1
N

⟩
in the left-hand side of (3.3.40). Before performing this substitution,

we still need to control the term in (3.3.43) which is proportional to (1 − β). This is a one-point correlator for the function:

ψ1(ξ) =
1 − β
N1+α

∫
∂ηŨ−1

N;1
[
ψ2(∗, ξ)](η) dµ(N)

eq (η) . (3.3.44)

Applying the one-point estimate (3.3.38) to the function ψ1, along with the bounds (3.3.7)-(3.3.8) for the norms ofU−1
N and

DN , we find:∣∣∣∣⟨ψ1
⟩
L(λ)

N
− 1 − β

N1+α

⟨
∂1Ũ−1

N [ψ1]
⟩
µ(N)

eq

∣∣∣∣ ≤ C · n8m2+18[V] · N (8m2+21)
N

[Kκ[ϕ]
] · N5α−3(ln N)14m2+37 . (3.3.45)

This leads to:∣∣∣∣∣⟨ψ2
⟩⊗2L(λ)

N
− 1

N2+α

⟨
Ξ(2) ◦ ∂2Ũ−1

N;1[ψ2]
⟩
µ(N)

eq
− (1 − β)2

N2(1+α)

⟨
∂1Ũ−1

N;1∂2
[Ũ−1

N;2[ψ2]
]⟩
µ(N)

eq
⊗

µ(N)
eq

∣∣∣∣∣
≤ C · n8m2+18[V] · N (8m3+21)

N
[Kκ[ϕ]

] · N5α−3(ln N)14m2+37 . (3.3.46)

The result follows by substituting this inequality in (3.3.40).
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3.4 The large-N asymptotic expansion of ln ZN[V] up to o(1)

We can use the large-N analysis of the Schwinger-Dyson equations to establish the existence of an asymptotic expansion up
to o(1) of ln ZN[V]. The coefficients in this asymptotic expansion are single and double integrals whose integrand depends
on N. We will work out the large-N asymptotic expansion of these coefficients in Sections 6.1-6.3. Prior to writing down
this large-N asymptotic expansion, we need to introduce several single and double integrals that will enter in the description
of the result. We also remind the notation W̃N = WN ◦ X̃N where WN is the inverse of SN (cf. (2.4.16)), studied in
Section 4.3.4. Given H,G sufficiently regular on [aN ; bN], we define the one-dimensional integrals:

Is
[
H,G

]
=

bN∫
aN

H(ξ) · WN[G](ξ) · dξ , I
(1)
s;β

[
H,G

]
=

bN∫
aN

WN[G′](ξ) ∂ξ

{
W̃N[H](ξ)
WN[G′](ξ)

}
dξ (3.4.1)

and

I
(2)
s;β

[
H,G

]
=

bN∫
aN

WN[G′](ξ) ∂ξ

{W̃N

[
∂1

( W̃N[H]
WN[G′]

)]
(ξ)

WN[G′](ξ)

}
dξ . (3.4.2)

We also define the two-dimensional integrals:

Id
[
H,G

]
=

bN∫
aN

W̃N

[
∂ξ

{
S
(
Nα(ξ − ∗)) ( W̃N[H](ξ)

WN[G′](ξ)
− W̃N[H](∗)
WN[G′](∗)

)}]
(ξ) dξ (3.4.3)

and

Id;β
[
H,G

]
=

1
2

bN∫
aN

dξdηWN[G′](ξ) · WN[G′](η)

× ∂ξ∂η
 1
WN[G′](ξ) · WN[G′](η)

W̃N;1 ◦ W̃N;2

[
S
(
Nα(∗1 − ∗2)

) · { W̃N[H](∗1)
WN[G′](∗1)

− W̃N[H](∗2)
WN[G′](∗2)

}]
(ξ, η)

 . (3.4.4)

Above, ∗ refers to the variables on which the operators act, ∗1, viz. ∗2, to the first, respectively second, running variable on
which the product of operatorsWN;1 · WN;2 acts. The subscript β reminds that the terms concerned are absent in the case
β = 1.

Proposition 3.4.1 Let VG;N(λ) = gNλ
2 + tNλ be the unique Gaussian potential associated with an equilibrium measure

supported on [aN ; bN] as given in Lemma D.0.18 and assume that 0 < α < 1/6. Then there exists ℓ ∈ N such that one has
the large-N asymptotic expansion

ln
( ZN[V]
ZN

[
VG;N

] ) = −N2+α

1∫
0

Is
[
∂tVt,V ′t

] · dt − N(1 − β)

1∫
0

I
(1)
s;β

[
∂tVt,Vt

] · dt − 1
2

1∫
0

Id
[
∂tVt,Vt

] · dt

− (1 − β)2

Nα

1∫
0

{
I

(2)
s;β

[
∂tVt,Vt

]
+ Id;β

[
∂tVt,Vt

]} · dt + O
(
N6α−1 (ln N)2ℓ) . (3.4.5)

Proof — The result follows from (2.5.4). Indeed, the remarks above (2.5.8) allow to identify the equilibrium measures
µ(N)

eq;Vt
= (1 − t)µ(N)

eq;VG;N
+ tµ(N)

eq;V for all t ∈ [0, 1]. One can then use Proposition 3.3.6 to expand ⟨∂tVt⟩Vt

L(λ)
N

, along with the

representation forU−1
N on the support of the equilibrium measure which reads

Ũ−1
N [H](ξ) =

W̃N[H](ξ)
WN[V ′](ξ)

. (3.4.6)
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Taking these data into account, it solely remains to write down explicitly the one and two-dimensional integrals arising in
Proposition 3.3.6.

Note that the factors I(2)
s;β

[
∂tVt,Vt

]
and Id;β

[
∂tVt,Vt

]
are preceded by the negative power of N−α. Still, it does not mean

that these do not contribute to the leading contribution, i.e. up to o(1), to the asymptotics of the partition function. Indeed,
the presence of derivatives in their associated integrands generates additional powers of Nα.
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Chapter 4

The Riemann–Hilbert approach to the
inversion of SN

Abstract
In the present chapter we focus on a class of singular integral equation driven by a one parameter γ-regularisation of

the operator SN . More precisely, we introduce the singular integral operator SN;γ

SN;γ[ϕ](ξ) =

bN?
aN

S γ
(
Nα(ξ − η)

)
ϕ(η) · dη where

 S γ(ξ) = S (ξ) · 1[−γxN ;γxN ]

xN = Nα · (bN − aN)
. (4.0.1)

This operator is a regularisation of the operator SN in the sense that, formally, SN;∞ = SN . This regularisation enables
to set a well defined associated Riemann–Hilbert problem, and is such that, once all calculations have been done and the
inverse of SN;γ constructed, we can take send γ → +∞ at the level of the obtained answer. It is then not a problem to check
that this limiting operator does indeed provides one with the inverse of SN .

We start this analysis by, first, recasting the singular integral equation into a form where the variables have been re-
scaled. Then, we put the problem of inverting the re-scaled operator associated with SN;γ with a vector valued Riemann-
Hilbert problem. The resolution of this vector problem demands the resolution of a 2 × 2 matrix Riemann–Hilbert problem
for an auxiliary matrix χ. We construct the solution to this problem, for N-large enough, in § 4.2.2 and then exhibit some
of the overall properties of the solution χ in § 4.2.3. We shall build on these results so as to invert SN;γ and then SN in
subsequent sections.

4.1 A re-writing of the problem

4.1.1 A vector Riemann–Hilbert problem
In the handlings that will follow, it will appear more convenient to consider a properly rescaled problem. Namely define

φ(ξ) = ϕ
(
(ξ + NαaN)N−α

)
and h(ξ) =

Nα

2iπβ
H

(
(ξ + NαaN)N−α

)
. (4.1.1)

It is then clear that solutions to SN;γ
[
ϕ
]
(ξ) = H(ξ) are in a one-to-one correspondence with those of

SN;γ[φ](ξ) =

xN?
0

S γ(ξ − η)φ(η) · dη
2iπβ

= h(ξ) . (4.1.2)

For any N and γ ≥ 0, the operator SN;γ is continuous as an operator

SN;γ : Hs
(
[0 ; xN]

) −→ Hs
(
[−γxN ; γxN]

) ⊆ Hs
(
R
)
. (4.1.3)

67
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Indeed, this continuity follows readily from the boundedness of the Fourier transform F [S γ] of the operator’s integral kernel,
c.f. Lemma 4.1.2 to come.

First, we shall start by focusing on spaces with a negative index s < 0 and going to construct a class of its inverses

S −1
N;γ : Hs

(
[−γxN ; γxN]

) −→ Hs
(
[0 ; xN]

)
. (4.1.4)

What we mean here is that, per se, the operator is non-invertible in that, as will be inferred from our analysis, for −k < s <
−(k − 1)

dim ker SN;γ = k . (4.1.5)

In fact, the analysis that will follow, provides one with a thorough characterisation of its kernel. Furthermore, when restricting
the operator SN;γ to more regular spaces like Hs

(
[0 ; xN]

)
with s > 0, we get that the image SN;γ

[
Hs

(
[0 ; xN]

)]
is a closed,

explicitly characterisable subspace of Hs
(
[−γxN ; (γ + 1)xN]

)
, and that the operator becomes continuously invertible on it.

In the following, we shall invert the operator SN;γ by means of the resolution of an auxiliary 2 × 2 Riemann–Hilbert
problem and then by implementing a Wiener–Hopf factorisation. The analysis is inspired by the paper of Novokshenov
[127] where a correspondence has been built between singular integral equations on a finite segment subordinate to integral
kernels depending on the difference on the one hand and Riemann–Hilbert problems on the other one. The large parameter
analysis is, however, new.

In fact the very setting of the Riemann–Hilbert problem-based analysis enables one to naturally construct the pseudo-
inverse of SN;γ - i.e. modulo elements of ker

[
SN;γ

]
– when the operator is understood to act on Hs spaces with negative

index s < 0. The inversion of SN;γ understood as an operator on Hs spaces with positive index s ≥ 0 goes, however, beyond,
the "crude" construction issuing from the Riemann–Hilbert problem-based analysis. It is, in particular, based on an explicit
characterisation, through linear constraints, of the image space SN;γ

[
Hs([0 ; xN]])

]
, s ≥ 0. For 0 < s < 1/2, which is the case

of interest for us, we show that SN;γ
[
Hs([0 ; xN])

]
coincides with Xs([−γxN ; (γ + 1)xN]).

Lemma 4.1.1 Let h ∈ Hs
(
[0 ; xN]

)
, s < 0. For any solution φ ∈ Hs

(
[0 ; xN]

)
of (4.1.2), there exists a two-dimensional vector

function Φ ∈ O(C \ R) such that φ = F −1[(Φ1)+] and Φ is a solution to the boundary value problem:

• (
Φa

)
± ∈ F

[
Hs

(
R±

)]
for a ∈ {1, 2}, and there exists C > 0 such that:

∀µ > 0, ∀a ∈ {1, 2},
∫
R

∣∣∣Φa(λ ± iµ)
∣∣∣2 · (1 + |λ| + |µ|)2s · dλ < C . (4.1.6)

• We have the jump equation for Φ+(λ) = Gχ(λ) · Φ−(λ) + H(λ) for λ ∈ R, with:

Gχ(λ) =
(

eiλxN 0
1

2iπβ · F
[
S γ

]
(λ) −e−iλxN

)
and H(λ) =

(
0

−e−iλxNF [
he

]
(λ)

)
. (4.1.7)

Conversely, for any solution Φ ∈ O(C \ R) of the above boundary value problem, φ = F −1[ (
Φ1

)
+

]
is a solution of (4.1.2).

We do remind that ± denotes the upper/lower boundary values on R with the latter being oriented from −∞ to +∞ ; he
denotes any extension of h to Hs(R) ; F [

S γ
]
(λ) refers to the Fourier transform of the principal value distribution induced by

S γ:

F [
S γ

]
(λ) =

γxN?
−γxN

S (ξ) eiλξdξ . (4.1.8)

Proof — Assume that one is given a solution φ in Hs
(
[0 ; xN]

)
to (4.1.2). Then, let ψL, ψR be two functions such that

supp(ψR) = [xN ;+∞[ , supp(ψL) = ] −∞ ; 0] (4.1.9)
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and

xN?
0

S γ(ξ − η)φ(η) · dη
2iπβ

− he(ξ) = ψL(ξ) + ψR(ξ) . (4.1.10)

Then, by going to the Fourier space, we get:

1
2iπβ

· F [
S γ

]
(λ) · F [φ](λ) − F [he](λ) = F [ψ1](λ) + F [ψ2](λ) . (4.1.11)

By Lemma 4.1.2 that will be proved below, F [
S γ

] ∈ L∞(R). Hence ψR ∈ Hs(R+) whereas ψL ∈ Hs(R−). Then, we introduce
the vectors

F↑(λ) =
(

F [φ](λ)
e−iλxNF [ψR](λ)

)
and F↓(λ) =

(
F [φxN ](λ)
F [ψL](λ)

)
(4.1.12)

where we agree upon φxN (ξ) = φ(ξ + xN). Since
[
F↑

]
a ∈ F

[
Hs(R+)

]
, respectively

[
F↓

]
a ∈ F

[
Hs(R−)

]
, it is readily seen that

F̃↑;a(λ) =
(
1 − iλ

)s · [F↑]a(λ) resp. F̃↓;a(λ) =
(
1 + iλ

)s · [F↓]a(λ) (4.1.13)

defines a holomorphic function on H+, respectively H−, with L2(R) +, respectively −, boundary values on R. The Paley-
Wiener Theorem A.0.14 then shows the existence of C > 0 such that:

∀µ > 0, ∀a ∈ {1, 2},
∫
R

∣∣∣[F↑/↓]a(λ ± iµ)
∣∣∣2 · (1 + |λ| + |µ|)2s · dλ < C . (4.1.14)

In other words the function:

Φ = F↑ · 1H+ + F↓ · 1H− (4.1.15)

solves the vector valued Riemann–Hilbert problem.
Reciprocally, suppose that one is given a solution Φ to the vector-valued Riemann–Hilbert problem in question. Then,

set φ = F −1[(Φ1
)
+

]
. We clearly have φ ∈ Hs(R+), but we now show that the support of φ is actually included in [0, xN].

Let (·, ·) be the canonical scalar product on L2(R,C). If ρR is a C∞ function with compact support included in ]xN ,+∞[, we
have:

(ρR, φ) =
(F [ρR] , F [φ]

)
= (e−ixN∗ F [ρR](1 − i∗)−s , (1 + i∗)s(Φ1)−

)
, (4.1.16)

where ∗ denotes the running variable. But this is zero since (1 + i∗)s(Φ1)− ∈ F [L2(R−)], whereas, by the Paley-Wiener
Theorem A.0.14, e−ixN∗F [ρR](1 − i∗)−s ∈ F [L2(R−)]. Finally, the fact that φ ∈ Hs([0 ; xN]) satisfies (4.1.2) follows from
taking the Fourier transform of the second line of the jump equation (4.1.7) for Φ.

For further handlings, it is useful to characterise the distributional Fourier transform F [S γ] slightly better.

Lemma 4.1.2 The distributional Fourier transform F [S γ](λ) defined by (4.1.8) admits the representation

F [S γ](λ)
2iπβ

= R(λ) +
(
eiλγxN + e−iλγxN

) κN

λ
+ rN(λ) where κN = −

2∑
p=1

ωp

2
cotanh[πωpγxN] (4.1.17)

R(λ) =
sinh

[
λ(ω1 + ω2)

2ω1ω2

]
2 sinh

[
λ

2ω1

]
sinh

[
λ

2ω2

] , (4.1.18)
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and

rN(λ) =
2∑

p=1

(πωp)2

iλ(1 − e−λ/ωp )

i/ωp∫
0

{ e−iλγxN

sinh2[πωp(ξ − γxN)]
− eiλγxN

sinh2[πωp(ξ + γxN)]

}
· eiλξ dξ

2iπ
. (4.1.19)

Besides, for Im λ = ϵ > 0 small enough, there exists Cϵ > 0 independent of N such that, uniformly in Re λ ∈ R:

|rN(λ)| ≤ Cϵ |λ|−2 · exp
{ − γxN( 2πmin[ω1, ω2] − ϵ)

}
. (4.1.20)

Proof — One has that

F [S γ](λ)
2iπβ

=
1
2

2∑
p=1

lim
t→0+

∑
ϵ∈{±1}

xN∫
−γxN

πωp cotanh[πωp(ξ + iϵt)] · eiλξ dξ
2iπ

(4.1.21)

=
1
2

∑
p∈{1,2}
ϵ∈{±1}

πωp

1 − e−λ/ωp
lim
t→0+

∫
Γp

cotanh
[
πωp(ξ + iϵt)

] · eiλξ dξ
2iπ

,

where Γp = [−γxN ; γxN] ∪ [γxN + i/ωp ;−γxN + i/ωp], where the second interval is endowed with an opposite orientation.
It then remains to add the counter-term:

rN(λ) =
2∑

p=1

πωp

1 − e−λ/ωp

i
ωp∫

0

{
e−iλγxN

(
cotanh[πωpγxN] + cotanh[πωp(ξ − γxN)]

)
+ eiλγxN

(
cotanh[πωpγxN] − cotanh[πωp(ξ + γxN)]

)}
· eiλξ dξ

2iπ
. (4.1.22)

to form a closed contour Γ̃p. Upon integrating by parts, we find the expression (4.1.19) for rN(λ). Then, we pick up the
residues surrounded by Γ̃p, and we also write aside the term behaving as O(1/λ) when λ→ ∞. This leads to the appearence
of κN in (4.1.17). The bounds on the line |Im λ| = ϵ > 0, with ϵ small enough are then obtained through straightforward
majorations.

The resolution of the vector Riemann–Hilbert problem for Φ can be done with the help of a matrix Wiener-Hopf factor-
ization. In order to apply this method, we first need to obtain a ±-factorization of the matrix Gχ given by (4.1.7). This leads
to an 2 × 2 matrix Riemann–Hilbert problem that we formulate and solve, for N sufficiently large, in the next subsections.

4.1.2 A scalar Riemann–Hilbert problem
In order to state the main result regarding to the auxiliary 2 × 2 matrix Riemann–Hilbert problem, we first need to introduce
some objects. To start with, we introduce a factorization of R(λ) that separates contributions from zeroes and poles between
the lower and upper half-planes λ ∈ H±. In other words, we consider the solution υ to the following scalar Riemann–Hilbert
problem, depending on ϵ > 0 small enough and given once for all:

• υ ∈ O(C \ {R + iϵ}) and has continuous ±-boundary values on R + iϵ ;

• υ(λ) =


( − iλ

) 1
2 · (1 + O

(
λ−1)) if Im λ > ϵ

−i
(
iλ

) 1
2 · (1 + O

(
λ−1)) if Im λ < ϵ

when λ→ ∞ non-tangentially to R + iϵ ;

• υ+(λ) · R(λ) = υ−(λ) for λ ∈ R + iϵ .

This problem admits a unique solution given by

υ(λ) =
{

R−1
↑ (λ) if Im λ > ϵ

R↓(λ) if Im λ < ϵ
(4.1.23)
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where

R↑(λ) =
i
λ
·
√
ω1 + ω2 ·

(
ω2

ω1 + ω2

) iλ
2πω1·

(
ω1

ω1 + ω2

) iλ
2πω2·

2∏
p=1
Γ

(
1 − iλ

2πωp

)
Γ

(
1 − iλ(ω1 + ω2)

2πω1ω2

) (4.1.24)

and

R↓(λ) =
λ

2π
√
ω1 + ω2

·
(

ω2

ω1 + ω2

)− iλ
2πω1·

(
ω1

ω1 + ω2

)− iλ
2πω2 ·

2∏
p=1
Γ

( iλ
2πωp

)
Γ

( iλ(ω1 + ω2)
2πω1ω2

) . (4.1.25)

Note that

R↓(0) = −i
√
ω1 + ω2 and

(
λR↑(λ)

)
|λ=0
= i
√
ω1 + ω2 . (4.1.26)

Also, R↑ and R↓ satisfy to the relations

R↑(−λ) = λ−1 · R↓(λ) and
(
R↑(λ∗)

)∗
= λ−1 · R↓(λ) . (4.1.27)

Furthermore, R↑/↓ exhibit the asymptotic behaviour

R↑(λ) =
( − iλ

)− 1
2 ·

(
1 + O

(
λ−1)) for λ −→

λ∈H+
∞ (4.1.28)

R↓(λ) = −i
(
iλ

) 1
2 ·

(
1 + O

(
λ−1)) for λ −→

λ∈H−
∞ (4.1.29)

as it should be. The notation ↑ and ↓ indicates the direction in the complex plane where R↑/↓ have no pole nor zeroes.

Preliminary definitions
We need a few other definition before describing the solution to the factorisation problem for Gχ. Let:

R↑(λ) =
(

0 −1
1 −R(λ)eiλxN

)
and R↓(λ) =

(
−1 R(λ)e−iλxN

0 1

)
, (4.1.30)

as well as their "asymptotic" versions:

R(∞)
↑ =

(
0 −1
1 0

)
and R(∞)

↓ =

(
−1 0
0 1

)
. (4.1.31)

We also need to introduce

M↑(λ) =

 1 0

− 1 − R2(λ)
υ2(λ) · R(λ)

eiλxN 1

 and M↓(λ) =

 1 υ2(λ) · 1 − R2(λ)
R(λ)

e−iλxN

0 1

 , (4.1.32)

where υ is given by (4.1.23), and:

PR(λ) = I2 +
θR

λ
Π−1(0)σ−Π(0) and

 PL;↑(λ) = I2 + κN λ
−1 ei(γ−1)λxN · σ−

PL;↓(λ) = I2 + κN λ
−1 e−i(γ−1)λxN · σ−

, (4.1.33)

in which Π(0) is a constant matrix that will coincide later with the value at 0 of the matrix function Π, cf. (4.2.14).

θR =
1

υ2(0)
κN

1 + κN/(ω1 + ω2)
. (4.1.34)
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4.2 The auxiliary 2 × 2 matrix Riemann–Hilbert problem for χ

4.2.1 Formulation and main result
The factorisation problem for the jump matrix Gχ corresponds to solving the 2 × 2 matrix Riemann–Hilbert problem given
below. This problem is solvable for N large enough.

Proposition 4.2.1 There exists N0 such that, for any N ≥ N0, the given below 2 × 2 Riemann–Hilbert problem has a unique
solution. This solution is as given in Fig. 4.2

• the 2 × 2 matrix function χ ∈ O(C \ R) has continuous ±-boundary values on R;

• χ(λ) =


PL;↑(λ) ·

(
−sgn

(
Re λ

) · eiλxN 1
−1 0

)
· ( − iλ

)− σ3
2 ·

(
I2 +

χ1

λ
+ O

(
λ−2)) λ ∈ H+

PL;↓(λ) ·
(
−1 sgn

(
Re λ

) · e−iλxN

0 1

)
· (iλ)− σ3

2 ei π2σ3 ·
(
I2 +

χ1

λ
+ O

(
λ−2)) λ ∈ H−

for some constant matrix χ1, when λ→ ∞ non-tangentially to R ;

• χ+(λ) = Gχ(λ) · χ−(λ) for λ ∈ R .

Furthermore, the unique solution to the above Riemann–Hilbert problem satisfies det χ(λ) = sgn
(
Im(λ)

)
for any λ ∈ C \ R.

The existence of a solution χ will be established in § 4.2.2, by a set of transformations:

χ⇝ Ψ⇝ Π (4.2.1)

which maps the initial RHP for χ, to a RHP for Π whose jump matrices are uniformly close to the identity when N is large,
and thus solvable by perturbative arguments [12]. The structure of χ in terms of the solution Π is summarized in Figure 4.2.
The uniqueness of χ follows from standard arguments, see e.g. [48], that we now reproduce.

Proof — (of uniqueness)
Define, for λ ∈ C \ R,

d(λ) = det[χ(λ)]1H+ (λ) − det[χ(λ)]1H− (λ) . (4.2.2)

Since χ has continuous ±-boundary on R, it follows that d ∈ O(C \ R) has continuous ± boundary values on R as well.
Furthermore these satisfy d+(λ) = d−(λ). Finally, d admits the asymptotic behaviour d(λ) = 1 + O

(
λ−1). d can thus be

continued to an entire function that is bounded at infinity. Hence, by Liouville theorem, d ≡ 1. Let χ1, χ2 be two solutions
to the Riemann–Hilbert problem for χ. Since χ2 can be analytically inverted, it follows that χ̃ = χ−1

2 · χ1 solves the
Riemann–Hilbert problem:

• χ̃ ∈ O(C \ R) and has continuous ±-boundary values on R;

• χ̃(λ) = I2 + O
(
λ−1) when λ→ ∞ non-tangentially to R;

• χ̃+(λ) = χ̃−(λ) for λ ∈ R .

Thus, by analytic continuation through R and Liouville theorem χ̃ = I2, hence ensuring the uniqueness of solutions.

4.2.2 Transformation χ⇝ Ψ⇝ Π and solvability of the Riemann–Hilbert problem
We construct a piecewise analytic matrix Ψ out of the matrix χ according to Figure 4.1. It is readily checked that the
Riemann–Hilbert problem for χ is equivalent to the following Riemann–Hilbert problem for Ψ:

• Ψ ∈ O(C∗ \ ΣΨ) and has continuous boundary values on ΣΨ ;
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• The matrix
(
−1 0

−κN λ
−1 1 + κN/(ω1 + ω2)

)
· [υ(0)

]−σ3 · Ψ(λ) has a limit when λ→ 0 ;

• Ψ(λ) = I2 + O
(
λ−1) when λ→ ∞ non-tangentially to ΣΨ ;

• Ψ+(λ) = GΨ(λ) · Ψ−(λ) for λ ∈ ΣΨ ;

where the jump matrix GΨ takes the form:

for λ ∈ Γ↑ GΨ(λ) = I2 +
eiλxN

υ2(λ)R(λ)
· σ− , (4.2.3)

for λ ∈ Γ↓ GΨ(λ) = I2 +
υ2(λ) e−iλxN

R(λ)
· σ+ , (4.2.4)

and for λ ∈ R + iϵ

GΨ(λ) = I2 +
rN(λ)
R(λ)

·

 1 −υ+(λ)υ−(λ)e−iλxN

eiλxN

υ+(λ)υ−(λ)
−1

 . (4.2.5)

R

R + iϵ

Γ↑

Γ↓

⊛

⊛

⊛

⊛

⊛

⊛

[
υ(λ)

]σ3 · R(∞)
↑ · P−1

L;↑(λ) · χ(λ)

M−1
↑ (λ) · [υ(λ)

]σ3 · R↑(λ) · P−1
L;↑(λ) · χ(λ)

M↓(λ) · [υ(λ)
]σ3 · R−1

↓ (λ) · P−1
L;↓(λ) ·G−1

χ (λ) · χ(λ)

M↓(λ) · [υ(λ)
]σ3 · R−1

↓ (λ) · P−1
L;↓(λ) · χ(λ)

[
υ(λ)

]σ3 ·
(
R(∞)
↓

)−1
· P−1

L;↓(λ) · χ(λ)

Figure 4.1: ΣΨ = Γ↑ ∪ Γ↓ ∪ {R + iϵ} is the contour appearing in the Riemann–Hilbert problem for Ψ. Γ↑/↓ separates all the
poles of R−1(λ) from R (they are indicated by ⊛), and is such that dist(Γ↑/↓,R) > δ for some δ > 0 but sufficiently small.

The motivation underlying the construction of Ψ is that its jump matrix GΨ not only satisfies GΨ − I2 ∈ M2

((
L2 ∩ L∞

)(
ΣΨ

))
,

but is, in fact, exponentially in N close to the identity

||GΨ − I2||M2(L2(ΣΨ)) + ||GΨ − I2||M2(L∞(ΣΨ)) = O
(
e−κϵN

α)
, (4.2.6)

with

κϵ = (bN − aN) ·min
{

inf
λ∈Γ↑∪Γ↓

|Im λ| ; 2γ
(
πmin[ω1, ω2] − ϵ

)}
. (4.2.7)
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Note that we have a freedom of choice of the curves Γ↑/↓, provided that these avoid (respectively from below/above) all the
poles of R−1(λ) in H+/−. As a consequence, we have the natural bound:

inf
λ∈Γ↑∪Γ↓

|Im λ| ≤ 2πω1ω2

ω1 + ω2
. (4.2.8)

These bounds are enough so as to solve the Riemann–Hilbert problem for Ψ. Indeed, introduce the singular integral
operator on the spaceM2

(
L2(ΣΨ)

)
of 2 × 2 matrix-valued L2(ΣΨ) functions by

C(−)
ΣΨ

[
Π
]
(λ) = lim

z→λ
z∈−side of ΣΨ

∫
ΣΨ

(GΨ − I2)(t) · Π(t)
t − z

· dt
2iπ

. (4.2.9)

Since GΨ − I2 ∈ M2

((
L∞ ∩ L2)(ΣΨ)) and ΣΨ is a Lipschitz curve, it follows from Theorem A.0.13 that C(−)

ΣΨ
is a continuous

endomorphism onM2(L2(ΣΨ)) that furthermore satisfies:∣∣∣∣∣∣∣∣∣C(−)
ΣΨ

∣∣∣∣∣∣∣∣∣M2(L2(ΣΨ)) ≤ Ce−κϵN
α

. (4.2.10)

Hence, since

GΨ − I2 ∈ M2

(
L2(ΣΨ)) and C(−)

ΣΨ
[I2] ∈ M2

(
L2(ΣΨ)) (4.2.11)

provided that N is large enough, it follows that the singular integral equation(
I2 − C(−)

ΣΨ

)[
Π−

]
= I2 (4.2.12)

admits a unique solution Π− such that Π− − I2 ∈ M2
(
L2(ΣΨ)

)
. The bound (4.2.6) also implies that:

||Π− − I2||M2(L2(ΣΨ)) ≤ 1 (4.2.13)

for N large enough. It is then a standard fact [12] in the theory of Riemann–Hilbert problems that the matrix

Π(λ) = I2 +

∫
ΣΨ

(GΨ − I2)(t) · Π−(t)
t − λ · dt

2iπ
(4.2.14)

is the unique solution to the Riemann–Hilbert problem:

• Π ∈ O(C \ ΣΨ) and has continuous ± boundary values on ΣΨ ;

• Π(λ) = I2 + O
(
λ−1) when λ→ ∞ non-tangentially to ΣΨ ;

• Π+(λ) = GΨ(λ) · Π−(λ) for λ ∈ ΣΨ .

We claim that for any open neighbourhood U of ΣΨ such that dist(ΣΨ, ∂U) > δ > 0, there exists a constant C > 0 such that:

∀λ ∈ U, max
a,b∈{1,2}

[
Π(λ) − I2

]
ab ≤

C e−κϵN
α

1 + |λ| . (4.2.15)

Indeed, we can write:

max
a,b∈{1,2}

[
Π(λ) − I2

]
ab ≤ max

a,b∈{1,2}

∣∣∣∣∣∣
∫
ΣΨ

(GΨ − I2)ab(t)
t − λ · dt

2iπ

∣∣∣∣∣∣
+

∑
a,b∈{1,2}

||Π− − I2||M2(L2(ΣΨ)) ·
( ∫
ΣΨ

∣∣∣(GΨ − I2)ab(t)
∣∣∣2

|t − λ|2 · |dt|
(2π)2

)1/2

. (4.2.16)
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The second term is readily bounded with (4.2.13) and the fact (4.2.6) that GΨ is exponentially close to the identity matrix.
For the first term, we study the asymptotic behaviour of GΨ − I2 with help of § 4.1.2:

if t ∈ Γ↓ ∪ Γ↑, |(GΨ − I2)ab(t)| ≤ C e−|Re t| · e−κϵ Nα

, (4.2.17)
if t ∈ R + iϵ, |(GΨ − I2)ab(t)| ≤ C |t|−1 · e−κϵNα

. (4.2.18)

For the contribution on R+ iϵ, we split [GΨ − I2](t) = CΨ · t−1 +O(t−2). We compute directly the contour integral of the term
in t−1, and find the bound bound maxa,b

∣∣∣[CΨ]ab · λ−1
∣∣∣ if Im λ > ϵ, and 0 otherwise. Hence, it is bounded by c1/(1 + |λ|) for

some constant c1 > 0. The contribution of the remainder O(|t|−2) to the contour integral can be bounded thanks to the lower
bound dist(ΣΨ, λ) ≥ c2/(1 + |λ|) for some constant c2 > 0. Collecting all these bounds justifies (4.2.15).

The Riemann–Hilbert problem for Ψ and Π have the same jump matrix GΨ, but Ψ must have a zero with prescribed
leading coefficient at λ = 0, while Π has a finite value Π(0). We then see that the formula:

Ψ(λ) = Π(λ) · PR(λ) (4.2.19)

with:

PR(λ) = I2 +
θR

λ
· Π−1(0)σ−Π(0) , and θR =

1
υ2(0)

κN

1 + κN/(ω1 + ω2)
(4.2.20)

yields the unique solution to the Riemann–Hilbert problem for Ψ. Tracking back the transformations Π ⇝ Ψ ⇝ χ, gives
the construction of the solution χ of the Riemann–Hilbert problem of Proposition 4.2.1, summarized in Figure 4.2. This
concludes the proof of Proposition 4.2.1.

R

R + iϵ

Γ↑

Γ↓

PL;↑(λ) ·
(
R(∞)
↑

)−1
· [υ(λ)

]−σ3 · Π(λ) · PR(λ)

PL;↑(λ) · R−1
↑ (λ) · [υ(λ)

]−σ3 · M↑(λ) · Π(λ) · PR(λ)

Gχ(λ) · PL;↓(λ) · R↓(λ) · [υ(λ)
]−σ3 · M−1

↓ (λ) · Π(λ) · PR(λ)

PL;↓(λ) · R↓(λ) · [υ(λ)
]−σ3 · M−1

↓ (λ) · Π(λ) · PR(λ)

PL;↓(λ) · R(∞)
↓ ·

[
υ(λ)

]−σ3 · Π(λ) · PR(λ)

Figure 4.2: Piecewise definition of the matrix χ. The curves Γ↑/↓ separate all poles of λ 7→ R−1(λ) from R and are such that
dist(Γ↑/↓,R) > δ > ϵ > 0 for a sufficiently small δ. The matrix Π appearing here is defined through (4.2.14).
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4.2.3 Properties of the solution χ
Lemma 4.2.2 The solution χ to the Riemann–Hilbert problem given in Proposition 4.2.1 admits the following symmetries

χ(−λ) =
(

1 0
0 −1

)
· χ(λ) ·

(
1 −λ
0 1

)
and

(
χ(λ∗)

)∗
=

(
1 0
0 −1

)
· χ(−λ) ·

(
−1 0
0 1

)
. (4.2.21)

where ∗ refers to the component-wise complex conjugation.

Proof — Since Gχ(−λ) = e
iπσ3

2 G−1
χ (λ)e−

iπσ3
2 , the matrix:

Ξ(λ) = χ−1(λ) · e−
iπσ3

2 · χ(−λ) (4.2.22)

is continuous across R and thus is an entire function. The asymptotic behaviour of Ξ(λ) when λ → ∞ is deduced from the
growth conditions prescribed by the Riemann–Hilbert problem (cf. Proposition 4.2.1):

Ξ(λ) = iλ · σ+ − i
(
χ1 · σ+ + σ+ · χ1

)
+ O(λ−1) . (4.2.23)

Since Ξ(λ) is entire, by Liouville theorem this asymptotic expression is exact, namely

Ξ(λ) = iλ · σ+ − i
(
χ1 · σ+ + σ+ · χ1

)
. (4.2.24)

Observe that

χ1 · σ+ + σ+ · χ1 =

( [
χ1

]
21 tr

[
χ1

]
0

[
χ1

]
21

)
. (4.2.25)

By expanding the relation det
[
χ(λ)

]
= 1 for λ ∈ H+ at large λ, we find that the matrix χ1 is actually traceless. Finally, the

jump condition at λ = 0 takes the form

χ−(0) = σ3 · χ+(0) . (4.2.26)

Using this relation and the expression for Ξ given in (4.2.24), we get:

−iχ+(0) = −iχ+(0) ·
( [
χ1

]
21 0

0
[
χ1

]
21

)
i.e.

[
χ1

]
21 = 1 (4.2.27)

since χ+(0) is invertible. This proves the first relation in (4.2.21). In order to establish the second one, we consider:

Ξ̃(λ) = χ−1(−λ) · e
iπσ3

2 · (χ(λ∗)
)∗
. (4.2.28)

With the relation
(
Gχ(λ∗)

)∗
= G−1

χ (λ) and the complex conjugate of the asymptotic behaviour for χ, one shows that Ξ̃ is
holomorphic on C \ R, continuous across R and hence entire. Furthermore, since it admits the asymptotic behaviour

Ξ̃(λ) = e−
iπσ3

2 ·
(
I2 + O

(
λ−1)) , (4.2.29)

by Liouville’s theorem, Ξ̃(λ) = e−
iπσ3

2 .

Lemma 4.2.3 The matrix χ admits the large-λ, λ ∈ H+ asymptotic expansion

χ(λ) ≃ ( − iλ
)1/2 · σ+ +

∑
k≥0

K(λ) · χk − iσ+ · χk+1( − iλ
)1/2

λk
, (4.2.30)

where (χk)k is a sequence of constant, 2 × 2 matrices, with χ−1 = 0 and χ0 = I2, and:

K(λ) =

 −sgn(Re λ) eiλxN 0
−κN

λ
· sgn(Re λ) eiλγxN − 1 −iκN · sgn(Re λ) eiλ(γ−1)xN

 . (4.2.31)
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In particular, we have:

[χ]11(λ) ≃ 1( − iλ
)1/2

∑
k≥0

1
λk

[
− sgn(Re λ) eiλxN [χk]11 − i [χk+1]21

]
, (4.2.32)

λ−1 · [χ]12(λ) ≃ 1( − iλ
)1/2

∑
k≥0

1
λk

[
− sgn(Re λ) eiλxN [χk−1]12 − i [χk]22

]
. (4.2.33)

Note that one should understand the matrix χ−1 occurring in (4.2.33) as χ−1 := 0. We also remind that [χ1]21 = 1.

Proof — It is enough to establish that Π admits, for any ℓ, the large-λ asymptotic expansion of the form:

Π(λ) =
k∑
ℓ=0

λ−ℓ Πℓ + ∆[k]Π(λ) with ∆[k]Π(λ) = O
( 1
λk+1−δ

)
for any δ > 0 and Π0 = I2 . (4.2.34)

Indeed, once this asymptotic expansion is established for Π, the results for χ follow from matrix multiplications prescribed
on the top of Figure 4.2.

Equation (4.2.15) shows that the expansion (4.2.34) holds for k = 0 uniformly away from ΣΨ. This is actually valid
everywhere, for the jump matrix GΨ(λ) is analytic in a neighbourhood of ΣΨ and asymptotically close to I2 at large λ in an
open neighbourhood of ΣΨ, c.f. (4.2.17)-(4.2.18).

Now assume that the expansion holds up to some order k. Consider the integral representation (4.2.14) for Π. We recall
that (Π−− I2) ∈ L2(ΣΨ) and GΨ− I2 decays exponentially fast along Γ↑∪Γ↓. Thus, standard manipulations give an asymptotic
expansion of the form:∫

Γ↑∪Γ↓

(GΨ − I2)(t) · Π−(t)
t − λ · dt

2iπ
≃

∑
ℓ≥1

Tℓ λ−ℓ . (4.2.35)

It thus remains to focus on the integral on R+ iϵ. We can first move the contour to R+ iϵ′ for some 0 < ϵ′ < ϵ, and insert
the assumed asymptotic expansion at order k:∫

R+iϵ

(GΨ − I2)(t) · Π−(t)
t − λ · dt

2iπ

=

k∑
ℓ=0

∫
R+iϵ′

(GΨ − I2)(t) · Πℓ
tℓ(t − λ)

· dt
2iπ

+

∫
R+iϵ′

(GΨ − I2)(t) · ∆[k]Π(t)
t − λ · dt

2iπ
. (4.2.36)

It follows from (4.1.19) that we can decompose rN(λ) = r(+)
N (λ)eiλγxN + r(−)

N (λ)e−iλγxN , with r(±)
N (λ) bounded in λ away from

its poles. This induces a decomposition GΨ − I2 = (GΨ − I2)(+) + (GΨ − I2)(−) on R + iϵ′. Inspecting the expression (4.2.5),
we can convince oneself that there exist curves C ±GΨ ⊆ H

± going to∞ when Re t → ±∞, t ∈ C ±GΨ and such that:

• t 7→ (GΨ − I2)(±)(t) · Πℓ
tℓ · (t − λ)

has no pole between R + iϵ′ and C ±GΨ ,

• (GΨ − I2)(±)(t) decays exponentially fast in t when t → ∞ along C ±GΨ .

Therefore, we obtain:∫
R+iϵ′

(GΨ − I2)(t) · Πℓ
tℓ(t − λ)

· dt
2iπ
=

∫
C +GΨ

(GΨ − I2)(+)(t) · Πℓ
tℓ(t − λ)

· dt
2iπ
+

∫
C −

GΨ

(GΨ − I2)(−)(t) · Πℓ
tℓ(t − λ)

· dt
2iπ

(4.2.37)

and the properties of this decomposition ensure the existence of an all order asymptotic expansion in λ−1 when λ → ∞. It
thus remains to focus on the last term present in (4.2.36). For δ > 0 but small, we write:∫

R+iϵ′

(GΨ − I2)(t) · ∆[k]Π(t)
t − λ · dt

2iπ
= −

k∑
ℓ=0

1
λℓ+1

∫
R+iϵ′

tℓ(GΨ − I2)(t) · ∆[k]Π(t) · dt
2iπ
+
∆[k]T (λ)
λk+1|λ|1−2δ . (4.2.38)
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The decay at∞ of ∆[k]Π and (GΨ − I2) guarantees the existence of an asymptotic expansion of the first term in the right-hand
side, this up to a O

(
λ−k−2) remainder. Finally, we have:

|∆[k]T (λ)| =
∣∣∣∣∣ ∫
R+iϵ′

tk+1 (GΨ − I2)(t) · ∆[k]Π(t)
|λ|2δ−1 · (t − λ)

· dt
2iπ

∣∣∣∣∣ ≤ C
∫
R+iϵ′

|λ|1−2δ dt
|t|1−δ |t − λ| , (4.2.39)

where we used the assumed bound (4.2.34) for ∆[k]Π(t) and the O(1/t) decay (4.2.18) for GΨ − I2. The growth of the
right-hand side at large λ is then estimated by cutting the integral into pieces:

|λ|1−2δ

|t|1−δ |t − λ|
≤


C̃ |λ|−2δ |t|−(1−δ) if |Re t| ≤ |λ| /2

C̃ |λ|−δ |t − λ|−1 if |λ| /2 ≤ |Re t| ≤ 3 |λ| /2

C̃ |t|−(1+δ) if |Re t| ≥ 3 |λ| /2

(4.2.40)

for some C̃ > 0 independent of λ and t. The integral over t of the right-hand side on each of piece is finite, and collecting all
the pieces, we get ∆[k]T (λ) = o(1) when λ→ ∞.

4.3 The inverse of the operator SN

4.3.1 Solving SN;γ[φ] = h for h ∈ Hs([0 ; xN]), −1 < s < 0

With the 2 × 2 matrix χ in hand, we can come back to the inversion of the integral operator SN;γ according to Lemma 4.1.1.

Proposition 4.3.1 Assume −1 < s < 0, and h ∈ Hs([0 ; xN]). Any solution to SN;γ
[
φ
]
(ξ) = h(ξ) is of the form φ = W̃ϑ;z0 [he]

where

W̃ϑ;z0 [he] = F −1
[
(∗ − z0) χ11;+ · C+

[
f1;z0

]
+ χ12;+ · C+

[
f2;z0

]
+ ϑ · χ11;+

]
. (4.3.1)

Above, ϑ ∈ C and z0 ∈ C \ R are arbitrary constants. We remind that χ+ is the upper boundary value of χ on R, C is the
Cauchy transform (1.6.14), C± its ± boundary values and he is any extension of h to Hs(R).(

f1;z0 (λ)
f2;z0 (λ)

)
= e−iλxNF [he](λ) ·

(
(λ − z0)−1χ12;+(λ)
−χ11;+(λ)

)
. (4.3.2)

The transform W̃ϑ;z0 is continuous on Hs(R), −1 < s < 0:

||W̃0;z0 [he]||Hs(R) ≤ CN ||he||Hs(R) , (4.3.3)

the continuity constant CN being however dependent, a priori, on N. Finally, when h ∈ C1([0 ; xN]) the transform can be
recast as

W̃ϑ;z0 [h](ξ) =
∫
R+2iϵ′

dλ
2π

∫
R+iϵ′

dµ
2iπ

e−iξλ−ixNµ

µ − λ

{
λ − z0

µ − z0
χ11(λ)χ12(µ) − χ11(µ)χ12(λ)

}
·

xN∫
0

eiηµh(η) · dη

+ ϑ

∫
R+iϵ′

e−iλξχ11(λ) · dλ
2π

. (4.3.4)

where ϵ′ > ϵ is arbitrary but small enough and such that Im z0 > ϵ
′ in the case when z0 ∈ H+.

We stress that the integrals, as written in (4.3.4), are to be understood in the Riemann sense in that they only converge as
oscillatory integrals.
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Proof — The proof is based on a Wiener-Hopf factorisation. For the moment, we only assume that s < 0. Let Φ be any
solution to the vector Riemann–Hilbert problem for Φ outlined in Lemma 4.1.1. Then, define a piecewise holomorphic
function Υ by

Υ(λ) =

 χ−1(λ)Φ(λ) − Ĥ(λ) λ ∈ H+

χ−1(λ)Φ(λ) − Ĥ(λ) λ ∈ H−
(4.3.5)

where, for some z0 ∈ C \ R

Ĥ(λ) =


(λ − z0)ιs

∫
R

g1;ιs (t) dt
2iπ(t − λ)

(λ − z0)ιs−1
∫
R

g1;ιs−1(t) dt
2iπ(t − λ)

 with
(

g1(λ)
g2(λ)

)
= χ−1

+ (λ) · H(λ) . (4.3.6)

Above, taking into account that s < 0, we have set

ga;ιs (t) = (t − z0)−ιs ga(t) with ιs = k for − k < s < −(k − 1) . (4.3.7)

It follows from the asymptotic behaviour for χ+(λ) at large λ that g1 ∈ F
[
Hs−1/2

]
and g2 ∈ F

[
Hs+1/2

]
. Recall that Theorem

A.0.11 ensures that the ± boundary values C± of the Cauchy transform on R are continuous operators on Hτ(R) for any
|τ| < 1/2. Thus, C±[g1;ιs ] ∈ Hs+k−1/2(R) as well as C±[g2;ιs−1] ∈ Hs+k−1/2(R), which implies:

Ĥa;± ∈ F
[
Hsa (R)

]
with s1 = s − 1/2 and s2 = s + 1/2 . (4.3.8)

Equation (4.1.6) ensures that, uniformly in µ > 0,

∀a ∈ {1, 2},
∫
R

∣∣∣Υa(λ ± iµ)
∣∣∣2 (

1 + |λ| + |µ|)2sa dλ < C . (4.3.9)

The discontinuity equation satisfied by Φ along with Ĥa;+ − Ĥa;− = ga guarantee that Υa ∈ O(C \ R) admits F [
Hsa (R)

]
± boundary values that are equal. Then, straightforward manipulations show that, in fact, Υ is entire. Furthermore, for any
ℓ ∈ N such that sa + ℓ > −1/2 and for any µ > |Im z|, we have:

∂ℓzΥa(z) =
∑
ϵ=±

ϵ

∫
R

ℓ!Υa(λ + iϵµ)
(λ + iϵµ − z)ℓ+1

dλ
2iπ

. (4.3.10)

Thus

∣∣∣∂ℓzΥa(z)
∣∣∣ ≤ 1

π
max
ϵ=±

( ∫
R

(
1 + |λ| + |µ|)−2sa

|λ + iϵµ − z|2(ℓ+1) dλ
)1/2( ∫

R

|Υa(λ + iϵµ)|2 (
1 + |λ| + |µ|)2sa dλ

)1/2
(4.3.11)

where the last integral factor is bounded. So far, the parameter µ was arbitrary. We stress that the constant C in (4.3.9) is
uniform in µ. Thus taking µ = 2|z| and assuming that |z| > 1/2, we find:

∣∣∣∂ℓzΥa(z)
∣∣∣ ≤ C′ |z|−(sa+ℓ+1/2) ·

( ∫
R

(|λ| + 2
)−2sa[

(λ − 1)2 + 1
]ℓ+1 dλ

)1/2
. (4.3.12)

In particular, reminding the values of sa in (4.3.8), we find that ∂k−1
z Υ2(z) and ∂k

zΥ1(z) are entire and bounded, so they must
be constant. These constants are zero due to (4.3.12). Hence, there exist polynomials P1 ∈ Ck−1[X] and P2 ∈ Ck−2[X] such
that

Υ(z) =
(

P1(z)
P2(z)

)
. (4.3.13)
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Reciprocally, it is readily seen that the piecewise analytic vector

Φ(λ) = χ(λ) · Ĥ(λ) + χ(λ) ·
(

P1(z)
P2(z)

)
with Pa ∈ Ck−a[X] for − k < s < −(k − 1) (4.3.14)

provides solutions to the Riemann–Hilbert problem for Φ.
From now on, we focus on the case k = 1, i.e. h ∈ Hs([0 ; xN]) for −1 < s < 0. Then, it follows from Lemma 4.1.1 that

any solution to SN;γ[φ] = h takes the form φ = W̃ϑ;z0 [he], with:

F [
W̃ϑ;z0 [he]

]
(λ) = Φ1;+(λ) = χ11;+(λ) · (λ − z0)C+[ f1;z0 ](λ) + χ12;+(λ) · C+[ f2;z0 ](λ) + ϑ · χ11;+(λ) (4.3.15)

with fa;z0 ’s given by (4.3.2).

It is then readily inferred from the asymptotic expansion for χ at λ → ∞ given in Lemma 4.2.3, and from the jump
conditions satisfied by χ, that indeed Φ1;+ ∈ F

[
Hs([0 ; xN])

]
. Also the continuity on F [

Hτ(R)
]

with |τ| < 1/2 of the ±
boundary values C± of the Cauchy transform, cf. Theorem A.0.11, ensures that

||Φ1;+||F [Hs(R)] ≤ C ||he||Hs(R) , (4.3.16)

which in turn implies the bound (4.3.3).
It solely remains to prove the regularised expression (4.3.4). Given h ∈ C1([0 ; xN]) it is clear that h ∈ Hs([0 ; xN]) for any

s < 1/2. We chose the specific extension he = h. Then, it follows from the previous discussion that W̃ϑ;z0 [h] ∈ Hs([0 ; xN]).
The integral in the right-hand side of (4.3.4), considered in the Riemann sense, defines a continuous function on [0 ; xN], that
we denote momentarily Ṽϑ;z0 [h]. Now, for any f ∈ C∞([0 ; xN]), starting with the expression (4.3.1) for W̃ϑ;z0 [h], we have:

(
f , W̃ϑ;z0 [h]

)
=

(F [ f ],Φ1;+
)
=

∫
R

F [ f ∗](−λ) · Φ1;+(λ) dλ =
∫
R+2iϵ′

F [ f ∗](−λ) · Φ1(λ) dλ (4.3.17)

=

∫
R

(
F [e2ϵ′• f ](λ)

)∗
· F [

e−2ϵ′•W̃ϑ;z0 [h]
]
(λ)dλ =

(
f , Ṽϑ;z0 [h]

)
. (4.3.18)

in • represents the running variable with respect to which the Fourier transform. There, we have equality W̃ϑ;z0 [h] = Ṽϑ;z0 [h]
for h ∈ C1 ∩ Hs

(
[0 ; xN]

)
.

A priori, the solutions W̃ϑ;z0 [he] given in (4.3.4) has two free parameters ϑ and z0. This "double" freedom is, however,
illusory.

Lemma 4.3.2 Given z0, z′0 ∈ C \ R and ϑ ∈ C, there exists ϑ′ ∈ C such that W̃ϑ;z0 = W̃ϑ′;z′0 .

Proof — By carrying out the decomposition λ − z0 = λ − µ + µ − z0 in the first term present in the integrand of (4.3.4), we
get that W̃ϑ;z0 = W̃ϑ(z0);∞

ϑ(z0) = ϑ −
∫
R+iϵ′

χ12(µ) · F [
he

]
(µ) · e−iµxN

µ − z0
· dµ

2iπ
, (4.3.19)

and∞ means that one should send z0 → ∞ under the integral sign of (4.3.4).

Hence, with the above lemma in mind, we retrieve that the kernel of SN;γ is one dimensional when considered as an
operator on Hs([0 ; xN]), with −1 < s < 0. The above lemma of course implies that we can choose z0 arbitrarily in (4.3.4).
It is most suitable to consider the specific form of solutions obtained by taking z0 → 0 with Im z0 < 0. For h ∈ C1([0 ; xN]),
this yields a family of solution parametrized by ϑ ∈ C:

W̃ϑ[h](ξ) =
∫
R+2iϵ′

dλ
2π

∫
R+iϵ′

dµ
2iπ

e−iλξ−iµxN

µ − λ

{
λ

µ
· χ11(λ)χ12(µ) − χ11(µ)χ12(λ)

}
F [

h
]
(µ) + ϑ

∫
R+iϵ′

χ11(λ) e−iλξ · dλ
2π

. (4.3.20)

It is possible to find real-valued solutions to SN;γ[φ] = h by taking h purely imaginary:
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Lemma 4.3.3 Let ϑ ∈ iR and let h ∈ C1([0 ; xN]) satisfy h∗ = −h. Then,
(
W̃ϑ[he]

)∗
= W̃ϑ[he].

Proof — From Lemma 4.2.2, we have −χ11(−λ) =
(
χ11(λ∗)

)∗ and χ12(−λ) =
(
χ12(λ∗)

)∗. Hence, under the assumptions of the
present lemma

(
W̃ϑ[h](ξ)

)∗
=

∫
R

dλ
2π

∫
R

dµ
−2iπ

eiλξ+iµxN e2ϵ′ξ+ϵ′xN

µ − λ + iϵ′

{
− λ − 2iϵ′

µ − iϵ′
· χ11(−λ + 2iϵ′)χ12(−µ + iϵ′)

+ χ11(−µ + iϵ′)χ12(−λ + 2iϵ′)
}
F [

h∗]︸︷︷︸
−F [h]

(−µ + iϵ′) − ϑ∗︸︷︷︸
−ϑ

∫
R

eiλξe2ϵ′ξχ11(−λ + iϵ′)
dλ
2π

. (4.3.21)

The change of variables (λ, µ) 7→ (−λ,−µ) in the first integral and λ 7→ −λ in the second integral entails the claim.

4.3.2 Local behaviour of the solution W̃ϑ[h] at the boundaries
In the present subsection, we shall establish the local behaviour of W̃ϑ[h](ξ) at the boundaries of the segment [0 ; xN], viz.
when ξ → 0 or ξ → xN , this in the case where h ∈ C1([0 ; xN]). We shall demonstrate that there exist constants C0,CxN affine
in ϑ and depending on h, such that W̃ϑ[h] exhibits the local behaviour

W̃ϑ[h](ξ) =
C0√
ξ
+ O(1) for ξ → 0+ and W̃ϑ[h](ξ) =

CxN√
xN − ξ

+ O(1) for ξ → (xN)− . (4.3.22)

Let us recall that our motivation for studying W̃ϑ takes its origin in the need to construct the density of equilibrium
measure ρ(N)

eq which solves SN[ρ(N)
eq ] = V ′ as well as to invert the master operator UN arising in the Schwinger-Dyson

equations described in § 3.2. The density has a square root behaviour at the edges what translates itself into a square root
behaviour at ξ = 0 and ξ = xN in the rescaled variables. Having this in mind, we would like to enforce C0 = CxN = 0. For
this purpose, we can exploit the freedom of choosing ϑ. This is however not enough and, as it will be shown in the present
section, in order to have a milder behaviour of W̃ϑ[h] at the edges, one also needs to impose a linear constraint on h. In fact,
we shall see later on that the latter solely translates the fact that h ∈ SN;γ[Hs(R)] with 0 < s < 1/2.

This informal discussion only serves as a guideline and motivation for the results of this subsection, in particular:

Proposition 4.3.4 Let

I12[h] =
∫
R+iϵ

e−iµxN

µ
χ12(µ) · F [h](µ) · dµ

2iπ
. (4.3.23)

Then, for any h ∈ C1([0 ; xN]) such that

I11[h] :=
∫
R+iϵ

e−iµxNχ11(µ) · F [h](µ) · dµ
2iπ
= 0 (4.3.24)

we have W̃I12[h][h] ∈ (
L1 ∩ L∞

)
([0 ; xN]).

Prior to proving the above lemma, we shall first establish a lemma characterising the local behaviour at 0 and xN of functions
belonging to the kernel of SN;γ.

Lemma 4.3.5 The function

ψ(ξ) =
∫
R+2iϵ′

e−iλξχ11(λ)
dλ
2π

satis f ies SN;γ[ψ](ξ) = 0 ξ ∈]0 ; xN[ (4.3.25)

and admits the asymptotic behaviour

ψ(ξ) =
1

i
√
πξ
+ O(1) when ξ → 0+ and ψ(ξ) =

1

i
√
π(xN − ξ)

+ O(1) when ξ → (
xN

)−
. (4.3.26)
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Proof — One has, for ξ ∈]0 ; xN[ and in the distributional sense,

SN;γ[ψ](ξ) =

∫
R

dµ
2π

∫
R

dλ
2π

e−iµξ F [S γ](µ)
2iπβ

· χ11;+(λ) · ei(µ−λ)xN − 1
i(λ − µ)

=

∫
R

dµ
2π

∫
R−iϵ

dλ
2π

e−iµξ F [S γ](µ)
2iπβ

· χ11(λ)eiµxN − eiλxNχ11(λ)
i(λ − µ)

=

∫
R

dµ
2π

e−iµξ F [S γ](µ)
2iπβ

{
− χ11;+(µ) +

∫
R−iϵ

dλ
2π

χ11(λ) eiµxN

i(λ − µ)

}

= −
∫
R

dµ
2π

{
χ21;−(µ)e−iµξ + eiµ(xN−ξ)χ21;+(µ)

}
. (4.3.27)

Note that, in the intermediate steps, we have used that χ11;+(λ) = eiλxN χ11;−(λ), and deformed the integral over λ to the lower
half-plane. Further, we have also used that

χ21;−(λ) + eiλxN χ21;+(λ) =
F [S γ](λ)

2iπβ
χ11;+(λ) . (4.3.28)

Observe that, when 0 < ξ < xN , the function µ 7→ χ21;−(µ)e−iµξ (respectively, µ 7→ χ21;+(µ)eiµ(xN−ξ)) admits an analytic
continuation to the lower (respectively upper) half-plane that is Riemann-integrable on R − iτ (respectively R + iτ), this for
any τ > 0, and that decays exponentially fast when τ→ +∞. As a consequence,

∀ξ ∈]0 ; xN[,
∫
R

dµ
2π

(
e−iµξ χ21;−(µ) + eiµ(xN−ξ) χ21;+(µ)

)
= 0 , (4.3.29)

which is equivalent to SN;γ[ψ](ξ) = 0.
From the large-λ expansion of χ(λ) given in Lemma 4.2.3, we have for λ ∈ R + 2iϵ′,

W(λ) ≡ χ11(λ) +
sgn(Re λ) eiλxN + i

(−iλ)1/2 = O
(
|λ|−3/2

)
. (4.3.30)

Hence,

ψ(ξ) =
∫
R+2iϵ′

W(λ) e−iλξ · dλ
2π
−

∫
R+2iϵ′

sgn(Re λ) eiλ(xN−ξ)

(−iλ)1/2 · dλ
2π
+

∫
R+2iϵ′

e−iλξ

(−iλ)1/2 ·
dλ
2iπ

. (4.3.31)

By dominated convergence, the first term is O(1) in the limit ξ → 0+. The second term is also a O(1). This is most easily seen
by deforming the contour of integration into a loop in H+ around iR+ + 2iϵ′, hence making the integral strongly convergent,
and then applying dominated convergence. Finally, the third term (4.3.31) can be explicitly computed by deforming the
integration contour to −iR+:∫

R+2iϵ′

e−iλξ

(−iλ)1/2 ·
dλ
2iπ
=
−1
√
ξ

+∞∫
0

{
1

(−ei0+ t)1/2 −
1

(−e−i0+ t)1/2

}
e−t dt

2π
=
Γ(1/2)
iπ
√
ξ
=

1
i
√
πξ

. (4.3.32)

Similar arguments ensure that the first and last term in (4.3.31) are a O(1) in the ξ → (xN)− limit. The middle term can
be estimated as∫

R+2iϵ′

sgn
(
Re λ

)
(−iλ)

1
2

eiλ(xN−ξ) · dλ
2π
=

e−2(xN−ξ)ϵ′

2π
√

xN − ξ

∫
R

sgn(λ) eiλ dλ( − iλ + 2ϵ′(xN − ξ)
)1/2

= i
e−2(xN−ξ)ϵ′

π
√

xN − ξ

+∞∫
0

e−t dt(
t + 2ϵ′(xN − ξ)

)1/2 =
i√

π(xN − ξ)
+ O

( √
xN − ξ

)
. (4.3.33)
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Putting together all of the terms entails the claim.

Before carrying on with the proof of Proposition 4.3.4 we still need to prove a technical lemma relative to the large-λ
behaviour of certain building blocks of W̃ϑ[h].

Lemma 4.3.6 Let h ∈ Cp+1([0 ; xN]
)
. Then, the integrals

J1a[h](λ) =
∫
R+ iϵ′

χ1a(µ) · F [h](µ) · e−iµxN

µδ2a
(
µ − λ) · dµ

2iπ
with δ2a =

{
1 if a = 2
0 if a = 1 (4.3.34)

admit the |λ| → ∞, Im λ > 2ϵ′ > 0, asymptotic behaviour:

J1a[h](λ) = −λ−1I1a[h] +
p∑

k=1

w (1/2)
k;a (λ)( − iλ

)1/2
λk
+

p∑
k=1

w (1)
k;a

λk+1 + O(λ−(p+3/2)) (4.3.35)

where

w (1/2)
k;a (λ) =

k−1∑
ℓ=0

ik−ℓh(k−ℓ−1)(xN
){

sgn(Re λ) eiλxN [χℓ−δ2a ]1a + i [χℓ+1−δ2a ]2a

}
, (4.3.36)

and w (1)
k;a are constants whose explicit expression is given in the core of the proof .

Proof — The regularity of h implies the following decomposition for its Fourier transform:

F [h](µ) = −
p∑

k=0

h(k)(xN
)

eiµxN − h(k)(0)
(−iµ)k+1 +

(−1)p+1(
iµ

)p+1

xN∫
0

h(p+1)(t) eiξµ dξ . (4.3.37)

It gives directly access to the large-µ expansion:

µ−δ2aχ1a(µ) · F [h](µ) =
p∑

k=1

T (k)
a (µ)

(−iµ)1/2µk + R(p)
1a (µ) . (4.3.38)

The remainder is R(p)
1a (µ) = O(µ−p−3/2) when µ is large, whereas T (k)

a (µ) remains bounded as long as Im µ is bounded.
Explicitly, these functions read:

T (k)
a (µ) =

k−1∑
ℓ=0

ik−ℓ
(
h(k−1−ℓ)(0) − eiµxN h(k−1−ℓ)(xN)

){
− sgn(Re µ) eiµxN [χℓ−δ2a ]a1 − i [χℓ+1−δ2a ]a2

}
(4.3.39)

where χm are the matrices appearing in the asymptotic expansion of χ, see (4.2.30). The integral of interest can be recast as

J1a[h](λ) =

p∑
k=1

∫
R+iϵ′

T (k)
a (µ) e−iµxN

(−iµ)1/2µk(µ − λ)
· dµ

2iπ
−

p∑
ℓ=0

1
λℓ+1

∫
R+iϵ′

µℓR(p)
1a (µ) e−iµxN · dµ

2iπ

+

∫
R+iϵ′

µp+1 R(p)
1a (µ)

λp+1(µ − λ)
e−iµxN · dµ

2iπ
. (4.3.40)

In virtue of the bound on R(p)
1a , the last term is a O

(
λ−p− 3

2
)
. In order to obtain the asymptotic expansion of the first term we

study the model integral

Jk(λ) =
∫
R+iϵ′

(
c1sgn(Re µ) − c2e−iµxN

)(
κ1eiµxN − κ2

)
(−iµ)1/2µk(µ − λ)

· dµ
2iπ

, (4.3.41)
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where Im λ > ϵ′ while c1, c2 and κ1, κ2 are free parameters. By deforming appropriately the contours, we get that:

Jk(λ) = κ1
c1sgn(Re λ)eiλxN − c2

(−iλ)1/2λk − c1κ2

∮
−Γ([0 ;iϵ′])

sgn
(
Re µ

)( − iµ
)1/2

µk(µ − λ)
· dµ

2iπ
(4.3.42)

+ c1κ1(−i)k

+∞∫
ϵ′

t−k−1/2e−txN

it − λ · dt
π
+ c2κ2

∮
−Γ(iR−)

e−iµxNµ−k( − iµ
)1/2(µ − λ)

· dµ
2iπ

(4.3.43)

= κ1
c1sgn(Re λ) eiλxN − c2

(−iλ)1/2λk −
p∑

q=0

λ−(q+1) L(q)
k + λ−(p+2)∆[p] Mk(λ) . (4.3.44)

The constant L(q)
k occurring above is expressed in terms of integrals

L(q)
k = −c1κ2

∮
−Γ([0 ;iϵ′])

sgn
(
Re µ

) · µq−k( − iµ
)1/2 · dµ

2iπ
+ c1κ1(−i)k−q

+∞∫
ϵ′

tq−k−1/2 · e−xN t · dt
π
+ c2κ2

∮
−Γ(iR−)

e−iµxN · µq−k( − iµ
)1/2 · dµ

2iπ
. (4.3.45)

and the remainder function reads:

∆[p]Mk(λ) = c1κ2

∮
−Γ([0 ;iϵ′])

λ · sgn(Re µ) · µp+1−k

(µ − λ) · (−iµ)1/2 · dµ
2iπ
− c2κ2

∮
Γ(iR−)

λ · e−iµxN · µp+1−k( − iµ
)1/2(µ − λ)

· dµ
2iπ

+ c1κ1(−i)k−p

+∞∫
ϵ′

λ · tp−k+1/2 · e−txN

(t + iλ)
· dt
π
. (4.3.46)

If we define:

w̃ (1)
k;a = −

p∑
k=1

k−1∑
ℓ=0

{
L(q)

k

∣∣∣∣∣ c1 → −[χℓ−δ2a ]1a κ1 → −ik−ℓh(k−ℓ−1)(xN)
c2 → i [χℓ+1−δ2a ]2a κ2 → ik−ℓh(k−ℓ−1)(0)

}
. (4.3.47)

we obtain:
p∑

k=1

∫
R+iϵ′

T (k)
a (µ) e−iµxN

(−iµ)1/2µk(µ − λ)
· dµ

2iπ
=

p∑
k=1

w (1/2)
k;a (λ)

(−iλ)1/2λk +

p∑
q=0

w̃ (1)
k;a

λq+1 + O(λ−(p+2)) . (4.3.48)

Furthermore, the above relation and equations (4.3.34) and (4.3.40), ensure that∫
R+iϵ′

R(p)
1a (µ)e−iµxN · dµ

2iπ
= I1a[h] + w̃ (1)

0;a . (4.3.49)

Hence, putting all the terms together, we arrive to the expansion (4.3.35) with the constants w (1)
k;a given by

w (1)
k;a = w̃ (1)

k;a −
∫
R+iϵ′

µkR(p)
1a (µ)e−iµxN · dµ

2iπ
k ≥ 1 . (4.3.50)

Proof — (of Proposition 4.3.4). Given h ∈ C1([0 ; xN]) and for ξ ∈]0 ; xN[, we can represent W̃0 as an integral taken in the
Riemann sense1

W̃0[h](ξ) =
∫
R+2iϵ′

e−iλξ
[
λ · χ11(λ)J12[h](λ) − χ12(λ)J11[h](λ)

] dλ
2π

, (4.3.51)

1The fact that the integral (4.3.51) is well-defined in the Riemann sense will follow from the analysis carried out in this proof.
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where we remind that J1a[h](λ) have been defined in (4.3.34). Using the asymptotic expansions of Lemma 4.2.3 for χ and
those of Lemma 4.3.6 for J1a[h], we can decompose:

λ · χ11(λ)J12[h](λ) − χ12(λ)J11[h](λ) = I12[h] · sgn(Re λ) eiλxN + i
(−iλ)1/2 − iI11[h]

(−iλ)1/2 (4.3.52)

+
w (1/2)

1;2 (λ)
{
sgn(Re λ) eiλxN + i

} − iw (1/2)
1;1 (λ)

iλ
+ O(λ−3/2) .

As a matter of fact, the coefficient of 1/(−iλ) in this formula vanishes, as can be seen from the expressions (4.3.36) for
w (1/2)

1;a . Besides, integrating the O(λ−3/2) in (4.3.51) yields a contribution remaining finite at ξ = 0 and ξ = xN , that we

denote W̃ c
0 [h] ∈ C0([0 ; xN]

)
. Eventually, the effect of the first line of (4.3.52) once inserted in (4.3.51) is already described

in (4.3.32)-(4.3.33). All in all, we find:

W̃0[h](ξ) = I12[h]
{

i
√
πξ
+

i√
π(xN − ξ)

+ O
( √

xN − ξ
)} − iI11[h]

√
πξ
+ W̃ c

0 [h](ξ) . (4.3.53)

Since we have W̃ϑ[h](ξ) = W̃0[h](ξ) + ϑψ(ξ) in terms of the function ψ of Lemma 4.3.5, we deduce that:

W̃I12[h][h](ξ) = − iI11[h]
√
πξ
+ O

( √
xN − ξ

)
+ W̃ c

0 [h](ξ) (4.3.54)

and this function is continuous on [0 ; xN] if and only if I11[h] = 0.

4.3.3 A well-behaved inverse operator of SN;γ

Since, in fine, we are solely interested in solutions belonging to
(
L1 ∩ L∞

)
([0 ; xN]) we shall henceforth only focus on

W̃I12[h][h] and denote this specific solution as WN;γ[h]. Furthermore, we shall restrict our reasoning to a class of functions
such that I11[h] = 0. We now establish:

Proposition 4.3.7 Let 0 < s < 1/2. The subspace

Xs
(
[−γxN ; (γ + 1)xN]

)
=

{
h ∈ Hs

(
[−γxN ; (γ + 1)xN]

)
: I11[h] = 0

}
(4.3.55)

is closed in Hs
(
[−γxN ; (γ + 1)xN]

)
, and the operator:

SN;γ : Hs
(
[0 ; xN]

) −→ SN;γ
[
Hs

(
[0 ; xN]

)]
= Xs

(
[−γxN ; (γ + 1)xN]

)
(4.3.56)

is continuously invertible. Its inverse is the operator

WN;γ : Xs
(
[−γxN ; (γ + 1)xN]

) −→ Hs
(
[0 ; xN]

)
. (4.3.57)

On functions h ∈ C1([0 ; xN]), it is defined as:

WN;γ[h](ξ) =
∫
R+2iϵ′

dλ
2π

∫
R+iϵ′

dµ
2iπ

e−iλξ−iµxN

µ − λ

{
χ11(λ)χ12(µ) − µ

λ
· χ11(µ)χ12(λ)

}
F [h](µ) . (4.3.58)

For h ∈ C1([0 ; xN]), WN;γ[h](ξ) is a continuous function on [0 ; xN], which vanishes at least like a square root at 0 and xN .
The operator WN;γ extends continuously to Hs([0 ; xN]), 0 < s < 1/2 although the constant of continuity of WN;γ depends, a
priori, on N.

Comparing (4.3.58) with the double integral defining WN;θ in (4.3.20), one observes that λ/µ in front of χ11(λ) is absent
and that there is an additional pre-factor µ/λ in front of χ12(λ).
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Proof — Continuity of WN;γ.
Take h ∈ C1([−γxN ; (γ + 1)xN]

)
. We first establish that WN;γ[h], as defined by (4.3.58), extends as a continuous operator

from Hs
(
[−γxN ; (γ + 1)xN]

)
to Hs(R). We observe that:

F [
e−2ϵ′∗WN;γ[h]

]
(λ) = χ11(λ + 2iϵ′) · C[̂χ12F [hϵ′ ]

]
(λ + iϵ′) − χ12(λ + 2iϵ′)

λ + 2iϵ′
· C[̂χ11F [hϵ′]

]
(λ + iϵ′) (4.3.59)

with hϵ′(ξ) = e−ϵ
′ξ h(ξ),

χ̂11(µ) = (µ + iϵ′) χ11(µ + iϵ′) e−i(µ+iϵ′)xN and χ̂12(µ) = χ12(µ + iϵ′) e−i(µ+iϵ′)xN . (4.3.60)

It thus follows from the growth at infinity of χ11 and χ12 and the continuity on Hτ(R), |τ| ≤ 1/2, of the transforms Cϵ , where
Cϵ[ f ](λ) = C[ f ](λ + iϵ′), cf. Proposition A.0.12, that

||WN;γ[h]||Hs(R) ≤ C
{ ∣∣∣∣∣∣Cϵ′ [̂χ12 · F [hϵ′]

]∣∣∣∣∣∣F [Hs−1/2(R)] +
∣∣∣∣∣∣Cϵ′ [̂χ11 · F [hϵ′ ]

]∣∣∣∣∣∣F [Hs−1/2(R)]

}
(4.3.61)

≤ C′
{ ∣∣∣∣∣∣ χ̂12 · F [hϵ′ ]

∣∣∣∣∣∣F [Hs−1/2(R)] +
∣∣∣∣∣∣ χ̂11 · F [hϵ′ ]

∣∣∣∣∣∣F [Hs−1/2(R)]

}
(4.3.62)

≤ C′′ ||hϵ′ ||Hs(R) ≤ C′′′ ||h||Hs([−γxN ;(γ+1)xN ]) . (4.3.63)

Proof — The space Xs
(
[−γxN ; (γ + 1)xN]

)
.

Given h ∈ Hs
(
[−γxN ; (γ + 1)xN]

)
, we have:∣∣∣I11[h]

∣∣∣ ≤ ( ∫
R

(1 + |µ|)−2s|χ11(µ)|2 dµ
)1/2
· ||h||Hs([−γxN ;(γ+1)xN ]) . (4.3.64)

As a consequence, I11 is a continuous linear form on Hs
(
[−γxN ; (γ+ 1)xN]

)
. In particular, its kernel is closed, what ensures

that Xs
(
[−γxN ; (γ + 1)xN]

)
is a closed subspace of Hs

(
[−γxN ; (γ + 1)xN]

)
. We now establish that:

SN;γ
[
Hs

(
[0 ; xN]

)] ⊆Xs
(
[−γxN ; (γ + 1)xN]

)
. (4.3.65)

Let φ ∈ C1([0 ; xN]
)

and define h = SN;γ[φ]. Then, using the jump condition (4.3.28):

I11[h] =

xN∫
0

dη φ(η)
∫
R

e−iµxN χ11;+(µ)
F [S γ](µ)

2iπβ
eiµη =

xN∫
0

dη φ(η)
∫
R

(
χ21;−(µ)eiµ(η−xN ) + χ21;+(µ)eiµη

)
dµ (4.3.66)

and this quantity vanishes according to (4.3.29). The equality can then be extended to the whole of Hs
(
[0 ; xN]

)
, 0 < s < 1/2

since I11 and SN;γ are continuous on this space and C1([0 ; xN]
)

is dense in Hs
(
[0 ; xN]

)
.

Proof — Relation to the inverse.
By definition, for any h ∈ (

Hs ∩ C1)([−γxN ; (1 + γ)xN]), we have:

W̃I12[h][h](ξ) =
∫
R+2iϵ′

dλ
2π

∫
R+iϵ′

dµ
2iπ

e−iλξ−iµxN

µ − λ

{
λ

µ
· χ11(λ)χ12(µ) − χ11(µ)χ12(λ)

}
· F [h](µ)

+

( ∫
R+2iϵ′

dλ
2π

e−iλξχ11(λ)
)
·
( ∫
R+iϵ′

dµ
2iπ

e−iµxN

µ
χ12(µ) · F [h](µ)

)

=

∫
R+2iϵ′

dλ
2π

∫
R+iϵ′

dµ
2iπ

e−iλξ−iµxN

µ − λ

{
χ11(λ)χ12(µ) − χ11(µ)χ12(λ)

}
· F [h](µ)

−
( ∫
R+2iϵ′

dλ
2π

e−iλξ χ12(λ)
λ

)
·
( ∫
R+iϵ′

dµ
2iπ

e−iµxN χ11(µ) · F [h](µ)
)

︸                                    ︷︷                                    ︸
=0

= WN;γ[h](ξ) . (4.3.67)
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In the last line, we used the freedom to add a term proportional to I11[h] = 0, so that the combination retrieves the announced
expression (4.3.58). The continuity of the linear functional I12 on Hs([0 ; xN]) is proven analogously to (4.3.64), hence
ensuring the continuity of the operator W̃I12[h]. Since both operators WN;γ and W̃I12[h] are continuous on Hs([0 ; xN]) and
coincide on C1 functions which form a dense subspace, they coincide on the whole Hs([0 ; xN]). From there we deduce two
facts:

• we indeed have SN;γ
[
WN;γ[h]

]
= h, as a consequence of SN;γ

[
W̃I12[h][h]

]
= h. This shows that the reverse inclusion

to (4.3.65) holds as well.

• The function WN;γ[h] is supported on [0 ; xN] (and thus belongs to Hs([0 ; xN])) since Lemma 4.1.1 ensures that
W̃I12[h][h] is supported on [0 ; xN] this for any h ∈ Hs

(
[−γxN ; (γ + 1)xN]

) ⊆ Hτ
(
[−γxN ; (γ + 1)xN]

)
with 0 < s < 1/2

and −1 < τ < 0.

Proof — Local behaviour for C1([0 ; xN]) functions.
It follows from a slight improvement of the local estimates carried out in the proof of Proposition 4.3.4 that, given

h ∈ C1([0 ; xN]), we have:

WN;γ[h](ξ) = C(0)
L +C(1/2)

L

√
ξ + O

(
ξ
)

WN;γ[h](ξ) = C(0)
R +C(1/2)

R

√
xN − ξ + O

(
xN − ξ

)
,

form some constants C(a)
L/R with a ∈ {0, 1/2}. It thus remains to check that C(0)

L = C(0)
R = 0. It follows also from the proof of

Proposition 4.3.4 that WN;γ[h] is, in fact, continuous on R. Since supp
[
WN;γ[h]

]
= [0 ; xN], the function has to vanish at 0 and

xN so as to ensure its continuity. Thence, C(0)
L = C(0)

R = 0.

4.3.4 WN: the inverse operator of SN

R

R + iϵ

Γ↑

Γ↓

(
R(∞)
↑

)−1
· [υ(λ)

]−σ3 · Π(λ) · PR(λ)

R−1
↑ (λ) · [υ(λ)

]−σ3 · M↑(λ) · Π(λ) · PR(λ)(
eiλxN 0
R(λ) e−iλxN

)
· R↓(λ) · [υ(λ)

]−σ3 · M−1
↓ (λ) · Π(λ) · PR(λ)

R↓(λ) · [υ(λ)
]−σ3 · M−1

↓ (λ) · Π(λ) · PR(λ)

R(∞)
↓ ·

[
υ(λ)

]−σ3 · Π(λ) · PR(λ)

Figure 4.3: Piecewise definition of the matrix χ (at γ → +∞). The curves Γ↑/↓ separate all poles of λ 7→ λR(λ) from R and
are such that dist(Γ↑/↓,R) > δ for some δ > 0 but sufficiently small.

In order to construct the inverse to SN , we should take the limit γ → +∞ in the previous formulae. It so happens that this
limit is already well-defined at the level of the solution to the Riemann–Hilbert problem for χ as defined through Figure 4.2.
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More precisely, from now on, let χ be as defined in Figure 4.3 where the matrix Π is as defined through (4.2.12)-(4.2.14)
with the exception that one should send γ → +∞ in the jump matrices for Ψ (4.2.4)-(4.2.5). Note that, in this limit, GΨ = I2
on R+ iϵ, viz. Ψ is continuous across R+ iϵ. Then, we can come back to the inversion of the initial operator SN in unrescaled
variables – compare (4.0.1), (4.1.1) and (4.1.2).

Proposition 4.3.8 Let 0 < s < 1/2. The operator SN : Hs
(
[aN ; bN]

) −→ Hs
(
R
)

is continuous and invertible on its image:

Xs
(
R
)
=

{
H ∈ Hs(R) :

∫
R+iϵ

χ11(µ)F [H](Nαµ)e−iNαµbN · dµ
2iπ
= 0

}
. (4.3.68)

The inverse is then given by the operatorWN : Xs(R) −→ Hs([aN ; bN]) defined in (2.4.18):

WN[H](ξ) =
N2α

2πβ

∫
R+2iϵ

dλ
2iπ

∫
R+iϵ

dµ
2iπ

e−iNαλ(ξ−aN )

µ − λ

{
χ11(λ)χ12(µ) − µ

λ
· χ11(µ)χ12(λ)

}
e−iNαµbNF [

H
]
(Nαµ) (4.3.69)

with χ being understood as defined in Figure 4.3.

Proof — Starting from the expression for the inverse operator to SN;γ and carrying out the change of variables, one obtains
an operatorWN;γ which corresponds to the inverse of the operator SN;γ. Then, in this expression we replace χ at finite γ by
the solution χ at γ → +∞, as it is given in Figure 4.3. This corresponds to the operator WN , as defined in (2.4.18). One
can then verify explicitly on the integral representation forWN by using certain elements of the Riemann–Hilbert problem
satisfied by χ that the equation SN

[WN[H]
]
= H does hold on [aN ; bN]. All the other conclusions of the theorem can be

proved similarly to Proposition 4.3.7.

We describe a symmetry of the integral transformWN that will appear handy in the remaining of the text.

Lemma 4.3.9 The operatorWN has the reflection symmetry:

WN[H](aN + bN − ξ) = −WN[H∧](ξ) (4.3.70)

where we agree upon H∧(ξ) = H(aN + bN − ξ).

Proof — It follows from the jump conditions satisfies by χ and from Lemma 4.2.2 that, for λ ∈ R,

χ11;+(−λ) = e−iλxN · χ11;+(λ) and χ12;+(−λ) = e−iλxN ·
(
χ12;+(λ) − λ χ11;+(λ)

)
. (4.3.71)

Upon squeezing the contours of integration in the integral representation forWN to R we get, in particular, the + boundary
values of χ1a. It is then enough to implement the change of variables (λ, µ, η) 7→ (−λ,−µ, bN + aN − η) and observe that, all
in all, the unwanted terms cancel out.

In the case of a constant argument (which clearly does not belong to Xs(R)) the expression forWN simplifies:

Lemma 4.3.10 The functionWN[1](ξ) admits the one-fold integral representation

WN[1](ξ) = −Nα χ12;+(0)
2iπβ

∫
R+iϵ′

χ11(λ)
λ

e−iNαλ(ξ−aN ) · dλ
2iπ

. (4.3.72)

Proof — Starting from the representation (2.4.18) we get, for any ξ ∈]aN ; bN[,

WN[1](ξ) =
Nα

2πiβ

∫
R+2iϵ

dλ
2iπ

∫
R+iϵ

dµ
2iπ

e−iNα(ξ−aN )λ

µ − λ

{1
µ
· χ11(λ)χ12(µ) − 1

λ
· χ11(µ)χ12(λ)

}
·
(
1 − e−iµxN

)
. (4.3.73)

One should then treat the terms involving the function 1 and e−iµxN arising in the right-hand side differently. The part involving
1 is zero as can be seen by deforming the µ-integral up to +i∞. In what concerns the part involving e−iµxN , we deform the
µ-integral up to −i∞ by using the jump conditions e−iλxNχ1a;+(λ) = χ1a;−(λ). Solely the pole at µ = 0 contributes, hence
leading to (4.3.72).



Chapter 5

The operatorsWN andU−1
N

Abstract
In this chapter we derive a local (in ξ), uniform (in N), behaviour of the inverseWN[H](ξ). This will allow an effective

simplification, in the large-N limit, of the various integrals involvingWN[H] arising from the Schwinger-Dyson equations
of Proposition 3.2.3. Furthermore, these local asymptotics will provide a base for estimating the W∞

p norms of the inverse
of the master operator UN , cf. (3.2.1). In fact, such estimates demand to have a control on the leading and sub-leading
contributions issuing from WN with respect to W∞p norms. We shall demonstrate in § 5.1.1 that the operator WN can be
decomposed as

WN = WR + Wbk + WL + Wexp . (5.0.1)

The operatorWexp represents an exponentially small remainder in W∞p norm, while the three other operators contribute to
the leading order asymptotics when N → ∞. Their expression is constructed solely out of the leading asymptotics in N of
the solution χ to the Riemann–Hilbert problem given in Proposition 4.2.1.

In § 5.1.2 we shall build on this decomposition so as to show that there arise two regimes for the large-N asymptotic
behaviour ofWN[H] namely when

• ξ is in the "bulk" of [aN ; bN], i.e. uniformly in N away from the endpoints aN and bN .

• ξ is close to the boundaries, viz. in the vicinity of the endpoints aN (resp bN).

In addition to providing the associated asymptotic expansions, we shall also establish certain properties of the remainders
which will turn out to be crucial for our further purposes.

5.1 Local behaviour ofWN[H](ξ) in ξ, uniformly in N

5.1.1 An appropriate decomposition ofWN

We remind that any function H ∈ Ck([aN ; bN]
)

admits a continuation into a function Ck
c
(
]aN − η ; bN + η[

)
for some η > 0.

We denote any such extension by He, as it was already specified in the notation and basic definition section. In the present
subsection we establish a decomposition that is adapted for deriving the local and uniform in N asymptotic expansion for
WN .

In this section and the next ones, we will use extensively the following notations:

Definition 5.1.1 To a variable ξ on the real line, we associate xR = Nα(bN − ξ) and xL = Nα(ξ − aN) the corresponding
rescaled and centred around the right (respectively left) boundary variables. Similarly, for a variable η, we denote yR and yL

its rescaled and centred variable.

Definition 5.1.2 If H is a function of a variable ξ, we denote H∧(ξ) = H(aN + bN − ξ) its reflection around the centre of
[aN ; bN] (as already met in Lemma 4.3.9). This exchanges the role of the left and right boundaries. If H is a function of
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many variables, by H∧ we mean that all variables are simultaneously reflected. If O is an operator, we define the reflected
operator by:

O∧[H] =
(O[H∧]

)∧ (5.1.1)

Definition 5.1.3 Let C (+)
reg (respectively C (−)

reg ) be a contour such that:

• it passes between R and Γ↑ (respectively Γ↓).

• it comes from infinity in the direction of angle e±3iπ/4 and goes to infinity in the direction of angle e±iπ/4.

These contours are depicted in Figure 5.1, and we denote ς/2 = dist(C (+)
reg ,R) > 0. We also introduce an odd function J by

setting, for x > 0:

J(x) =
∫

C (+)
reg

eiλx

R(λ)
dλ
2iπ

. (5.1.2)

R

R + iϵ

Γ↑
poles & zeroes of λ 7→ R↓(λ)

Γ↓

poles & zeroes of λ 7→ λR↑(λ)

C (+)
reg

C (−)
reg

Figure 5.1: The curves C (±)
reg .

Proposition 5.1.4 Given any function H ∈ Ck([aN ; bN]
)

with k ≥ 1 belonging Xs(R) (the image of SN , see (4.3.68)), the
functionWN[H] is Ck−1(]aN ; bN[

)
and admits the representation

WN[H](ξ) = WR[He](xR, ξ) + Wbk[He](ξ) + WL[He](xL, ξ) + Wexp[H](ξ) (5.1.3)
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with:

Wbk[He](ξ) =
Nα

2πβ

∫
R

[
He

(
ξ + N−αy

) − He(ξ)
]

J(y) · dy , (5.1.4)

WR[He](x, ξ) = − Nα

2πβ

+∞∫
x

[
He

(
ξ + N−αy

) − He(ξ)
]

J(y) · dy , (5.1.5)

− N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

eiλx

(µ − λ)R↓(λ)R↑(µ)

{ bN∫
aN

He(η)eiµNα(η−bN )dη − He(ξ)
iµNα

}

WL[He](x, ξ) = −WR[H∧e ](x, aN + bN − ξ) . (5.1.6)

The remainder operatorWexp[He] reads:

Wexp = W(++)
N − (W(++)

N
)∧
+ Wres −

(Wres
)∧
+ ∆W(+−)

N − (
∆W(+−)

N
)∧
, (5.1.7)

where the operatorsW(++)
N and ∆W(+−)

N are given by

W(++)
N [H](ξ) =

N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (+)

reg

dµ
2iπ

bN∫
aN

dη
e−iNαλ(ξ−bN )+iNαµ(η−aN )

(µ − λ)R↓(λ)R↓(µ)

{
Ψ11(λ)Ψ12(µ) − µ

λ
· Ψ11(µ)Ψ12(λ)

}
H(η) ,

∆W(+−)
N [H](ξ) =

N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

bN∫
aN

dη
e−iNαλ(ξ−bN )+iNαµ(η−bN )

(µ − λ)R↓(λ)R↑(µ)

{
1 +

µ

λ
· Ψ21(µ)Ψ12(λ) − Ψ11(λ)Ψ22(µ)

}
H(η)

(5.1.8)

whileWres is the one-form:

Wres[H] = −N2α

2πβ
Π12(0)θR

R↓(0)

∫
C (+)

reg

dµ
2iπ
Ψ11(µ)
R↓(µ)

bN∫
aN

dηH(η) eiNαµ(η−aN ) . (5.1.9)

The piecewise holomorphic matrix Ψ(µ) corresponds to the solution to the Riemann–Hilbert problem for Ψ described in
Section 4.2.2 in which we have taken the limit γ → +∞.

In the expressions above, we have used an extension He of H whenever it was necessary to integrate H over the whole real
line, but we can keep H when only the integrals over [aN ; bN] are involved – e.g. in (5.1.8). The decomposition given
in Proposition 5.1.4 splits WN into a sum of four operators. The operator Wbk takes into account the purely bulk-type
contribution of the inverse, namely those which do not feel the presence of the boundaries aN , bN of the support of the
equilibrium measure. This operator does not single out a specific point but rather takes values which are of the same order of
magnitude throughout the whole of the interval [aN ; bN]. In their turn the operatorsWR/L represent the contributions of the
right/left boundaries of the support of the equilibrium measure. These operators localise, with exponential precision, on their
respective left or right boundary. Namely, they decay exponentially fast in xR/L when xR/L → +∞. This fact is a consequence
of the exponential decay at ±∞ of J(x) in what concerns the first integral in (5.1.5) and an immediate bound of the second
one which follows from inf

{
Im λ, λ ∈ C (+)

reg
}
> 0.

Proof — We remind that since we are considering the γ → +∞ limit, the matrix Ψ has no jump across R + iϵ. A straightfor-
ward calculation based on the identity:

χ(λ) =
(
−R−1
↓ (λ) eiλxN R−1

↑ (λ)
−R↑(λ) 0

)
· Ψ(λ) valid for λ between R and Γ↑ (5.1.10)
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shows that, for such λ’s and µ’s,

N2α

2πβ
· e−iNαλ(ξ−aN )

{
χ11(λ)χ12(µ) − µ

λ
· χ11(µ)χ12(λ)

}
eiNαµ(η−bN ) =

∑
ϵ1,ϵ2∈{±}

Kϵ1,ϵ2

(
λ, µ | ξ, η) . (5.1.11)

The above decomposition contains four kernels

K−−
(
λ, µ | ξ, η) = N2α

2πβ
e−iNαλ(ξ−aN )+iNαµ(η−bN )

R↑(λ)R↑(µ)

{
Ψ21(λ)Ψ22(µ) − µ

λ
Ψ21(µ)Ψ22(λ)

}
, (5.1.12)

K++
(
λ, µ | ξ, η) = N2α

2πβ
e−iNαλ(ξ−bN )+iNαµ(η−aN )

R↓(λ)R↓(µ)

{
Ψ11(λ)Ψ12(µ) − µ

λ
Ψ11(µ)Ψ12(λ)

}
, (5.1.13)

K+−
(
λ, µ | ξ, η) = −N2α

2πβ
e−iNαλ(ξ−bN )+iNαµ(η−bN )

R↓(λ)R↑(µ)

{
Ψ11(λ)Ψ22(µ) − µ

λ
Ψ21(µ)Ψ12(λ)

}
, (5.1.14)

K−+
(
λ, µ | ξ, η) = −N2α

2πβ
e−iNαλ(ξ−aN )+iNαµ(η−aN )

R↑(λ)R↓(µ)

{
Ψ21(λ)Ψ12(µ) − µ

λ
Ψ11(µ)Ψ22(λ)

}
. (5.1.15)

The labeling of the kernels Kϵ1,ϵ2

(
λ, µ | ξ, η) by the subscripts ϵ1, ϵ2 refers to the half-planes Hϵ1 × Hϵ2 in which they are

exponentially small when N → ∞, provided that the variables ξ, η ∈ [aN ; bN] are uniformly away from the boundaries aN or
bN .

One should note that the above kernels Kϵ1,ϵ2 have a simple pole at λ = 0. In particular,

Res
(
K−+

(
λ, µ | ξ, η) dλ, λ = 0

)
=

µΨ11(µ)
R↓(µ)

· eiNαµ(η−aN ) N2α · θR · Π12(0)
2πβ · (λR↑(λ)

)
|λ=0

, (5.1.16)

Res
(
K−−

(
λ, µ | ξ, η) dλ, λ = 0

)
= −µΨ21(µ)

R↑(µ)
· eiNαµ(η−bN ) N2α · θR · Π12(0)

2πβ · (λR↑(λ)
)
|λ=0

. (5.1.17)

Furthermore, the kernels are related. Indeed, according to the definition of Ψ in terms of χ in Figure 4.1, we have for λ
between Γ↓ and R:

χ(λ) =
(
−R−1
↓ (λ) R−1

↑ (λ) e−iλxN

0 R↓(λ)

)
· Ψ(λ) (5.1.18)

and by invoking the reflection relation for χ obtained in Lemma 4.2.2, we can show that:

Ψ(−λ) =
(

0 λ
−λ−1 0

)
· Ψ(λ) ·

(
1 −λ
0 1

)
. (5.1.19)

The above equation ensures that

K−+
( − λ,−µ | aN + bN − ξ, aN + bN − η

)
= K+−

(
λ, µ | ξ, η) , (5.1.20)

K−−
( − λ,−µ | aN + bN − ξ, aN + bN − η

)
= K++

(
λ, µ | ξ, η) . (5.1.21)

The decomposition (5.1.11) of the integral kernel allows one recasting the operatorWN as:

WN[H](ξ) =
∑

ϵ1,ϵ2∈{±1}
W̃(ϵ1ϵ2)

N [H](ξ) (5.1.22)

where

W̃(ϵ1ϵ2)
N [H](ξ) =

∫
R+2iϵ

dλ
2iπ

∫
R+iϵ

dµ
2iπ

bN∫
aN

dη
Kϵ1ϵ2

(
λ, µ | ξ, η)
µ − λ H(η) . (5.1.23)
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The next step consists in deforming the contours arising in the definition of W̃(ϵ1ϵ2)
N [H]. We shall discuss these handlings on

the example of W̃(−+)
N [H]. In this case, one should deform the λ-integration to R − 2iϵ. In doing so, we pick the residues at

the poles at λ = 0 and λ = µ leading to

W̃(−+)
N [H](ξ) = Wres[H] +

∫
R

dλ
2iπ

bN∫
aN

dηK−+
(
λ, λ | ξ, η)H(η) +

∫
R−2iϵ

dλ
2iπ

∫
R−iϵ

dµ
2iπ

bN∫
aN

dη
K−+

(
λ, µ | ξ, η)
µ − λ H(η) .

It remains to implement the change of variables (λ, µ) 7→ (−λ,−µ) in the last integral and observe that

K−+
(
λ, λ | ξ, η) = N2α

2πβ
eiNαµ(η−ξ)

R(λ)
since detΨ(λ) = 1 , (5.1.24)

so as to obtain

W̃(−+)
N [H](ξ) = Wres[H] + W(0)

bk [H](ξ) − W̃(+−)
N

[
H∧]

(
aN + bN − ξ

)
, (5.1.25)

withWres being given by (5.1.9) and

W(0)
bk [H](ξ) =

N2α

2πβ

bN?
aN

J
(
Nα(η − ξ)) H(η) dη (5.1.26)

with the function J given in (5.1.2). A similar reasoning applied to the case of W̃(−−)
N [H](ξ) yields

W̃(−−)
N [H](ξ) = −W̃(++)

N
[
H∧

]
(aN + bN − ξ) − Wres[H∧] . (5.1.27)

Hence, eventually, upon deforming the contours to C (+)
reg or C (−)

reg in theW(ϵ,ϵ′)
N operators,

WN[H](ξ) = W(++)
N [H](ξ) − W(++)

N
[
H∧

]
(aN + bN − ξ) + W(+−)

N [H](ξ)

− W(+−)
N

[
H∧

]
(aN + bN − ξ) + Wres[H] − Wres[H∧] + W(0)

bk [H](ξ) . (5.1.28)

The operatorW(++)
N appearing above has been defined in (5.1.8) whereas

W(+−)
N [H](ξ) =

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

bN∫
aN

dη
K+−

(
λ, µ | ξ, η)
µ − λ H(η) . (5.1.29)

At this stage, it remains to observe that

W(+−)
N [H](ξ) = W(0)

R [H](xR) + ∆W(+−)
N [H](ξ) , (5.1.30)

where ∆W(+−)
N is as defined in (5.1.8), while

W(0)
R [H](x) = −N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

bN∫
aN

dη
H(η) eiλx+iNαµ(η−bN )

(µ − λ) R↓(λ)R↑(µ)
. (5.1.31)

As a consequence, we obtain the decomposition:

WN[H](ξ) = W(0)
L [H](xL) + W(0)

bk [H](ξ) + W(0)
R [H](xR) + Wexp[H](ξ) , (5.1.32)
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where we have set W(0)
L [H]

(
x
)
= −W(0)

R [H∧]
(
x
)
. In order to obtain the representation (5.1.3) it is enough to incorporate

certain terms present inW(0)
bk [H](ξ) into the R and L-type operators. Namely, we can recastW(0)

bk [H](ξ) as

W(0)
bk [H](ξ) =

N2α

2πβ

bN∫
aN

J
(
Nα(η − ξ)) [H(η) − H(ξ)

]
dη − NαH(ξ)

[
ϱ0(xR) − ϱ0(xL)

]

=Wbk[He](ξ) − Nα[
ϱ0(xR) − ϱ0(xL)

]
He(ξ) −

Nα

2πβ

{ +∞∫
xR

+

−xL∫
−∞

}[
He

(
ξ + N−αy

) − He(ξ)
]

J(y) dy .

There, we have introduced

ϱ0(x) =
−1

2iπβ

∫
C (+)

reg

eiλx

λR(λ)
dλ
2iπ

i.e. ϱ
′
0(x) = − J(x)

2πβ
. (5.1.33)

The representation (5.1.3) forWN[H] follows by redistributing the terms. This decomposition also ensures thatWN[H] ∈
Ck−1(]aN ; bN[). Indeed, this regularity follows from the exponential decay of the integrands in Fourier space when ξ ∈
]aN ; bN[ and derivation under the integral theorems.

Note that the integral defining ϱ0 in (5.1.33) can be evaluated explicitly leading to:

ϱ0(x) =
1

2π2β
· ln

∣∣∣∣∣∣ 1 − e−
2π|x|ω1ω2
ω1+ω2

1 + e−
2π|x|ω1ω2
ω1+ω2

+ iπ ω2−ω1
ω1+ω2

∣∣∣∣∣∣ . (5.1.34)

In particular, it exhibits a logarithmic singularity at the origin meaning that J(x) has a 1/x behaviour around 0.

5.1.2 Local approximants forWN

In this subsection, we obtain uniform – in the running variable – asymptotic expansions for the operators Wbk, WR and
Wexp. In particular, we shall establish that if ξ is uniformly away from bN (respectively aN), WR (respectively WL) will
only generate exponentially small (in N) corrections. Finally, this exponentially small bound will hold uniformly after a
finite number of ξ-differentiations. Prior to discussing these matters we need to introduce two families of auxiliary functions
on R+ and constants that come into play during the description of these behaviours.

Definition 5.1.5 For any integer ℓ ≥ 0:

ϖℓ(x) =
1

2πβ

+∞∫
x

yℓ J(y) dy , (5.1.35)

ϱℓ(x) =
iℓ+1

2πβ

∫
C (+)

reg

dλ
2iπ

∫
R−iϵ′

dµ
2iπ

eiλx

µℓ+1R↑(µ)(µ − λ)R↓(λ)
, (5.1.36)

uℓ =
iℓ

2iπβ ℓ!
∂ℓ

∂λℓ

( 1
R(λ)

)
|λ=0

. (5.1.37)

Note that u2p = 0 since R is an odd function – given in (4.1.18).

For ℓ = 0, this definition of ϱ0 coincide with (5.1.33), whose explicit expression is (5.1.34). Indeed, we remember from
§ 4.1.2 that ↑means that we can move the contour of integration over µ up to +i∞without hitting a pole of R−1

↑ (µ). According
to (4.1.26), µR↑(µ) has a non-zero limit when µ → 0, so we just pick up the residue at µ = λ, which leads to the expression
(5.1.33). For ℓ ≥ 1, the function ϖℓ is continuous at x = 0. Furthermore, for any ℓ ≥ 0, ϱℓ(x) and ϖp(x) decay exponentially



5.1. LOCAL BEHAVIOUR OFWN[H](ξ) IN ξ, UNIFORMLY IN N 95

fast in x when x→ +∞. Indeed, it is readily seen on the basis of their explicit integral representations that there exists Cℓ > 0
such that:

| ϱℓ(x)| + |ϖℓ(x)| ≤ Cℓ e−C′ℓx for ℓ ≥ 1 . (5.1.38)

Proposition 5.1.6 Let k ≥ 0 be an integer, H ∈ C2k+1([aN ; bN]
)
, and define:

WR;k[H](x, ξ) =
H(ξ) − H(bN)

ξ − bN
· xϱ0(x) −

k∑
ℓ=1

H(ℓ)(ξ)
N(ℓ−1)α · ℓ! ·ϖℓ(x) +

k∑
ℓ=1

H(ℓ)(bN)
N(ℓ−1)α · ϱℓ(x) , (5.1.39)

Wbk;k[H](ξ) =

k∑
ℓ=1

H(ℓ)(ξ)
Nα(ℓ−1) · uℓ . (5.1.40)

These operators provide the asymptotic expansions, uniform for ξ ∈ [aN ; bN]:

WR[He](xR, ξ) = WR;k[H](xR, ξ) + ∆[k]WR[He](xR, ξ) , (5.1.41)
Wbk[He](ξ) = Wbk;k[H](ξ) + ∆[k]Wbk[He](ξ) . (5.1.42)

The remainder in (5.1.41) takes the form:

∆[k]WR[He](x, ξ) = R(0)
R;[k][He](x, ξ) +

k∑
ℓ=0

xℓ+1/2 R(1/2)
R;[k];ℓ[He](x) , (5.1.43)

with R(0)
R;[k][He] ∈ W (∞)

k
(
R+ × [aN ; bN]

)
and R(1/2)

R;[k];ℓ[He] ∈ W (∞)
k

(
R+

)
, and the more precise bound:

∀m ∈ [[ 0 ; k ]], max
p∈[[ 0 ; m ]]
ℓ∈[[ 0 ; k ]]

{∣∣∣∂p
ξR

(0)
R;[k][He](xR, ξ)

∣∣∣ + ∣∣∣∂p
ξR

(1/2)
R;[k];ℓ[He](xR)

∣∣∣} ≤ Ce−C′xR

N(k−m)α ||H
(k+1)
e ||W∞m (R) (5.1.44)

for some C,C′ > 0 independent of N and H. The remainder in (5.1.42) is bounded by:∣∣∣∣∣∣∆[k]Wbk[He]
∣∣∣∣∣∣

W∞m ([aN ;bN ]) ≤ C N−kα ||H(k+1)
e ||W∞m (R) . (5.1.45)

Proposition 5.1.7 Let k ≥ 0 be an integer, and H ∈ C2k+1([aN ; bN]
)
. The operatorWexp takes the form:

Wexp[H](ξ) = R(0)
exp;R[H](xR, ξ) +

k∑
ℓ=0

xℓ+1/2
R R(1/2)

exp;R;ℓ[H](xR)

+R(0)
exp;L[H](xL, ξ) +

k∑
ℓ=0

xℓ+1/2
L R(1/2)

exp;L;ℓ[H](xL) (5.1.46)

with R(0)
exp;R/L[He] ∈ W (∞)

k
(
R+ × [aN ; bN]

)
and R(1/2)

exp;R/L;ℓ[He] ∈ W (∞)
k

(
R+

)
, and the more precise bound:

∀m ∈ [[ 0 ; k ]], max
p∈[[ 0 ; m ]]
ℓ∈[[ 0 ; k ]]

{∣∣∣∂p
ξR

(0)
exp;R/L[He](xR/L, ξ)

∣∣∣ + ∣∣∣∂p
ξR

(1/2)
exp;R/L;ℓ[He](xR/L)

∣∣∣} ≤ CNmαe−C′Nα ||H(k+1)
e ||W∞m (R) (5.1.47)

for some C,C′ > 0 independent of N and H.

The idea for obtaining the above form of the asymptotic expansions is to represent H in terms of its Taylor-integral
expansion of order k. We can then compute explicitly the contributions issuing from the polynomial part of the Taylor series
expansion for H and obtain sharp bounds on the remainder by exploiting the structure of the integral remainder in the Taylor
integral series. In particular, the analysis of this integral remainder allows uniform bounds for the remainder as given in
(5.1.44), (5.1.45) and (5.1.47). The reason for such handlings instead of more direct bounds issues from the fact that the
integrals we manipulate are only weakly convergent. One thus has first to build on the analytic structure of the integrand
so as to obtain the desired bounds and expressions and, in particular, carry out some contour deformations. Clearly, such
handlings cannot be done anymore upon inserting the absolute value under the integral sign, as then the integrand is no more
analytic.

Proof — We carry out the analysis, individually, for each operator.
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The operatorWbk

The Taylor integral expansion of H up to order k yields the representation

Wbk[He](ξ) =
k∑

p=1

1
2πβN(p−1)α

H(p)(ξ)
p!

∫
R

ypJ(y) dy + ∆[k]Wbk[He](ξ) , (5.1.48)

where

∆[k]Wbk[He](ξ) =
1

2πβNkα

1∫
0

dt
(1 − t)k

k!

∫
R

dy yk+1J(y) H(k+1)
e (ξ + N−αty) . (5.1.49)

In the first terms of (5.1.48) we identify:∫
R

yℓJ(y)dy = iℓ−1 ∂
ℓ

∂λℓ

( 1
R(λ)

)
|λ=0
= 2πβ ℓ! uℓ , (5.1.50)

and we remind that this is zero when ℓ is even. Finally, we get that the remainder is a Ck function of ξ, and:

∀m ∈ [[ 0 ; k ]], ||∆[k]Wbk[He]||W∞m ([aN ;bN ]) ≤
||H(k+1)
e ||W∞m (R)

Nkα

∫
R

|y|k+1|J(y)| dy
2πβ

. (5.1.51)

Since J decays exponentially at∞ (see (5.1.33) and (5.1.34)), the last integral gives a finite, k-dependent constant.

The operatorWR

The contribution arising in the first line of (5.1.5) can be treated analogously toWbk, what leads to

− Nα

2πβ

+∞∫
x

J(y)
[
He

(
ξ + N−αy

) − He(ξ)
]
dy = −

k∑
ℓ=1

H(ℓ)
e (ξ)

N(ℓ−1)α ℓ!
ϖℓ(x) + ∆[k]W(1)

R [He](x, ξ) (5.1.52)

with

∆[k]W(1)
R [He](x, ξ) =

−1
2πβNkα

+∞∫
x

dy yk+1J(y)

1∫
0

dt
(1 − t)k

k!
H(k+1)
e (ξ + N−α ty) . (5.1.53)

Since J decays exponentially at infinity, we clearly have:

max
p∈[[ 0 ; m ]]

∣∣∣∂p
ξ · ∆[k]W(1)

R [He](xR, ξ)
∣∣∣ ≤ C e−C′xR ·

||H(k+1)
e ||W∞m (R)

N(k−m)α (5.1.54)

for some constants C,C′ independent of H and N. We remind that the ξ-derivative can act on both variables ξ and xR =

Nα(bN − ξ).
We now focus on the contributions issuing from the second line of (5.1.5). For this purpose, observe that the Taylor-

integral series representation for H yields the following representation for the Fourier transform of H:

bN∫
aN

H(η)eiµNα(η−bN ) dη = F1;k[H](µ) + F2;k[He](µ) + F3[He](µ) , (5.1.55)
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where we complete the integral over [aN ; bN] to ] −∞ ; bN] in the first term, while the two last terms come from subtracting
the right and left contributions:

F1;k[H](µ) = −
k∑

p=0

(
i

Nαµ

)p+1

· H(p)(bN) , F3[He](µ) =

aN∫
−∞

He(η) eiµNα(η−bN ) dη (5.1.56)

and

F2;k[He](µ) =

bN∫
−∞

dη

1∫
0

dt
(1 − t)k

k!
eiµNα(η−bN )(η − bN)k+1 H(k+1)

e

(
bN + t(η − bN)

)
. (5.1.57)

Thus,

− N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

eiλx

(µ − λ)R↓(λ)R↑(µ)

bN∫
aN

H(η)e−iµyR dη

=

k∑
ℓ=0

H(ℓ)(bN)
N(ℓ−1)α ϱℓ(x) + LΛ0

[F2;k[He] + F3[He]
]
(x) . (5.1.58)

LΛ0 is an operator with integral kernel – see later equation (5.1.65):

Λ0(λ, µ) =
−1

R↑(µ)R↓(λ)
(5.1.59)

which satisfies the assumptions of Lemma 5.1.8 appearing below. Thence, Lemma 5.1.8 entails the decomposition:

LΛ0

[F2;k[He] + F3[He]
]
(x) =

k∑
ℓ=0

{
xℓ+1/2e−ςxLΛ0;ℓ

[F2;k[He] + F3[He]
]
(x)

}
+ (∆[k]LΛ0 )

[F2;k[He] + F3[He]
]
(x) (5.1.60)

in which both LΛ0;ℓ
[F2;k[He] + F3[He]

]
(x) and (∆[k]LΛ0 )

[F2;k[He] + F3[He]
]
(x) belong to W∞

k (R+) and are as given in
(5.1.67)-(5.1.68)

By using the bounds:

∣∣∣F2;k[He](µ)
∣∣∣ ≤ ck ||H(k+1)

e ||L∞(R)

(Nα|µ|)k+2 since
1
|Im µ| ≤

c′

|µ| for µ ∈ C (−)
reg , (5.1.61)

and ∣∣∣F3[He](µ)
∣∣∣ ≤ c

||He||L∞(R)

|µ|Nα
· e−xN |Im µ| . (5.1.62)

we get that there exists N-independent constants C,C′ such that

max
p∈[[ 0 ; m ]]
ℓ∈[[ 0 ; k ]]

∣∣∣∣∂p
ξ ·

{(
e−ςxRLΛ0;ℓ + ∆[k]LΛ0

)[
F2;k[He] + F3[He]

]
(xR)

}∣∣∣∣ ≤ C e−C′xR
||H(k+1)
e ||L∞(R)

N(k−m)α . (5.1.63)

We have relied on:

Lemma 5.1.8 Let Λ(λ, µ) be a holomorphic function of λ and µ belonging to the region of the complex plane delimited by
C (+)

reg and C (−)
reg and such that it admits an asymptotic expansion

Λ(λ, µ) =
k∑
ℓ=0

Λℓ(µ)[
i(λ − iς)

]ℓ+1/2 + ∆[k]Λ(λ, µ) with

 |Λℓ(µ)| = O
(|µ|1/2)

|∆[k]Λ(λ, µ)| = O
(|λ|−(k+3/2) · |µ|1/2) . (5.1.64)



98 CHAPTER 5. THE OPERATORSWN ANDU−1
N

Then, the integral operator on µ · L∞(
C (−)

reg
) ≡ {

f : µ 7→ µ f (µ) ∈ L∞
(
C (−)

reg
)}

LΛ
[
f
]
(x) =

N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ
Λ(λ, µ)
µ − λ eiλx f (µ) (5.1.65)

can be recast as

LΛ
[
f
]
(x) =

k∑
ℓ=0

xℓ+1/2e−ςxLΛ;ℓ[ f ](x) + ∆[k]LΛ
[
f
]
(x) , (5.1.66)

where the operators

LΛ;k[ f ](x) =
N2α

2πβ

∫
Γ(iR+)

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

Λk(µ)eiλ f (µ)[
x
(
µ − iς

) − λ](iλ)ℓ+
1
2

, (5.1.67)

∆[k]LΛ[ f ](x) =
N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ
∆[k]Λ(λ, µ)
µ − λ eiλx f (µ) , (5.1.68)

are continuous as operators µ ·L∞(
C (−)

reg
)→ W∞

k
(
R+

)
. Note that, above, Γ

(
iR+

)
corresponds to a small counterclockwise loop

around iR+.

Proof — It is enough to insert the large-µ expansion ofΛ and then, in the part subordinate to the inverse power-law expansion,
deform the λ-integrals to Γ

(
iR + iς

)
, translate by +iς and, finally, rescale by x. The statements about continuity are evident.

The operatorWexp (Proposition 5.1.7)

The analysis relative to the structure ofWexp[He] follows basically the same steps as above so we shall not detail them here
again. The main point, though, is the presence of an exponential prefactor e−cNα

which issues from the bound (4.2.15) on
Π − I2.

5.1.3 Large N asymptotics of the approximants ofWN

The results of Propositions 5.1.6 and 5.1.7 induce the representation

WN[H](ξ) = WR;k[H](xR, ξ) + Wbk;k[H](ξ) − WR;k[H](xL, aN + bN − ξ) + ∆[k]WN[He](ξ) , (5.1.69)

with all remainders at order k are collected in the last term. In this subsection, we shall derive asymptotic expansion (in N)
of the approximantsWbk;k andWR;k in the case when their unrescaled variable ξ scales towards bN as ξ = bN − N−α x with
x being independent of N. We, however, first need to establish properties of certain auxiliary functions that appear in this
analysis.

Definition 5.1.9 Let ℓ ≥ 0 be an integer. As a supplement to Definition 5.1.5, we introduce, for any integer ℓ ≥ 0:

bℓ(x) = ϱℓ+1(x) − (−x)ℓ+1

(ℓ + 1)!
ϱ0(x) −

∑
s+p=ℓ
s,p≥0

(−x)pϖs+1(x)
p!(s + 1)!

and uℓ(x) =
∑

s+p=ℓ
s,p≥0

(−x)pus+1

p!
(5.1.70)

and:

a0(x) = b0(x) + u0(x) , aℓ(x) =
bℓ(x) + uℓ(x)
a0(x)

for ℓ ≥ 1 . (5.1.71)
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It will be important for the estimates of § 5.2.2 to remark that x−1/2a0(x) is a smooth and positive function:

Lemma 5.1.10 Let ℓ, n,m ≥ 0 be three integers such that n > m. There exist polynomials pℓ;m,n of degree at most n + ℓ and
functions fℓ;m,n ∈ W∞

n−m
(
R+

)
such that, for any x > 0:

a0(x) =
√

x p0;m,n(x)e−ςx + xm f0;m,n(x) and a0(x) · aℓ(x) =
√

x pℓ;m,n(x)e−ςx + xm fℓ;m,n(x) . (5.1.72)

The function a0(x) is positive for x > 0 and satisfies

a0(x) =
x→0

1
πβ

√
x

π(ω1 + ω2)
+ O(x) (5.1.73)

Finally, one has, in the x→ +∞ regime,

a0(x) = u1 + O(e−ςx) , a0(x) · aℓ(x) = uℓ(x) + O(e−ςx) (5.1.74)

and the bound on the remainder is stable with respect to finite-order differentiations.

Proof — By using the integral representation (5.1.2) for the function J, we can readily recast ϖℓ(x), for x > 0 as:

ϖℓ(x) =
iℓ+1

2πβ

∫
C (+)

reg

eiλx

λ

∂ℓ

∂λℓ

( 1
R(λ)

) dλ
2iπ

. (5.1.75)

The µ-integral arising in the definition (5.1.36) of ϱℓ can be computed by moving the contour of integration over µ up to +i∞,
and picking the residues at µ = λ and µ = 0:

ϱℓ(x) =
iℓ+1

2πβ

∫
C (+)

reg

eiλx

λℓ+1R(λ)
dλ
2iπ
+ τℓ(x) with τℓ(x) =

iℓ+1

2πβ

∫
C (+)

reg

eiλx

ℓ!R↓(λ)
· ∂

ℓ

∂µℓ

( 1
(µ − λ)R↑(µ)

)
|µ=0

dλ
2iπ

.

The first term can be related to the functions ϱ0 and ϖs of Definition 5.1.5 by an ℓ-fold integration by parts based on the
identities:

1
λℓ+1 =

∂ℓ

∂λℓ

{ (−1)ℓ

λ ℓ!

}
and

∂ℓ

∂λℓ

{ eiλx

R(λ)

}
=

∑
s+p=ℓ
s,p≥0

ℓ!
s!p!

(ix)peiλx · ∂
s

∂λs

{ 1
R(λ)

}
. (5.1.76)

Namely, we obtain – writing the identity for ℓ + 1 instead of ℓ – that:

ϱℓ+1(x) − τℓ+1(x) =
(−x)ℓ+1

(ℓ + 1)!
ϱ0(x) +

∑
s+p=ℓ
s,p≥0

(−x)pϖs+1(x)
p!(s + 1)!

. (5.1.77)

According to Definition 5.1.9, we can thus identify τℓ+1(x) = bℓ(x) – in this proof, we will nevertheless keep the notation τℓ.
Hence, it remains to focus on τℓ(x). Computing the ℓth-order µ-derivative appearing in its integrand and then repeating the
same integration by parts trick, we obtain that:

τℓ(x) = − iℓ+1

2πβ

∑
s+r+p=ℓ

(ix)r

s!p!r!
∂s

∂µs

( 1
R↑(µ)

)
|µ=0

∫
C (+)

reg

eiλx

λ
· ∂

p

∂λp

{ 1
R↓(λ)

} dλ
2iπ

. (5.1.78)

In the second integral, let us move a bit the contour C (+)
reg to a contour C (+)

reg,0 which passes below 0 while keeping the same

asymptotic directions as C (+)
reg . Doing so, we pick up the residue at λ = 0:∫

C (+)
reg

eiλx

λ
· ∂

p

∂λp

{ 1
R↓(λ)

} dλ
2iπ
= − ∂p

∂λp

{ 1
R↓(λ)

}
|λ=0
+

∫
C (+)

reg,0

eiλx

λ
· ∂

p

∂λp

{ 1
R↓(λ)

} dλ
2iπ

(5.1.79)
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We observe that there exist constants cp;q such that:

1
λ
· ∂

p

∂λp

{ 1
R↓(λ)

}
=

n∑
q=p+1

cp;q[
i(λ − iς)

]q+1/2 + ∆
(p)
[n]

[
R−1
↓

]
(λ) , (5.1.80)

This decomposition ensures that ∆(p)
[n]

[
R−1
↓

]
(λ) is holomorphic in H−, has a simple pole at λ = 0 and satisfies ∆(p)

[n]
[
R−1
↓

]
(λ) =

O
(
λ−(n+3/2)

)
.

Since ς/2 is the distance between C (+)
reg and R, we can choose this contour – for a fixed ς – such that the branch cut of

the denominators in (5.1.80) is located on a vertical half-line above C (+)
reg,0. This implies that the remainder in (5.1.80) is

holomorphic below C (+)
reg,0. So, in the second integral of (5.1.79), we obtain with the first sum contributions involving:∫

C (+)
reg

eiλx[
i(λ − iς)

]q+1/2

dλ
2iπ
=

e−ςx xq−1/2

iΓ(q + 1/2)
(5.1.81)

in which (after the change of variable t = −ix(λ − iς)) we have recognised the Hankel contour integral representation of{
Γ(q + 1/2)

}−1. In its turn, the contribution of the remainder in (5.1.80) can be written:∫
C (+)

reg,0

eiλx∆
(p)
[n]

[
R−1
↓

]
(λ)

dλ
2iπ
=

∫
C (+)

reg

(
eiλx −

m−1∑
r=0

(iλ)r xr

r!

)
·∆(p)

[n]
[
R−1
↓

]
(λ) · dλ

2iπ
+

m−1∑
r=0

∫
C (+)

reg,0

(iλ)r xr

r!
· ∆(p)

[n]
[
R−1
↓

]
(λ) · dλ

2iπ︸                                   ︷︷                                   ︸
=0

. (5.1.82)

Note that the last sum vanishes since we can deform the contour of integration to −i∞ provided m ≤ n. Also, we could
deform C (+)

reg,0 back to C (+)
reg in the first term since the integrand has no pole at λ = 0. All-in-all, we get

∫
C (+)

reg

eiλx

λ

∂p

∂λp

{ 1
R↓(λ)

} dλ
2iπ
= − ∂p

∂λp

{ 1
R↓(λ)

}
|λ=0
+

n∑
q=p+1

cp;q e−ςx xq−1/2

iΓ(q + 1/2)

+

∫
C (+)

reg

∆
(p)
[n]

[
R−1
↓

]
(λ)

(
eiλx −

m−1∑
r=0

(ix)rλr

r!

)
dλ
2iπ

. (5.1.83)

With the bound∣∣∣∣eiλx −
m−1∑
r=0

(ix)rλr

r!

∣∣∣∣ ≤ xm|λ|m (5.1.84)

and theorems of derivation under the integral, we can conclude that the last term in (5.1.83) is at least n−m times differentiable
and that it has, at least, an m-fold zero at x = 0. With the decomposition (5.1.83), we can come back to τℓ given by
(5.1.78). The second term in (5.1.83) – which contain derivatives of 1/R↓ – can be recombined with its prefactor – containing
derivatives of 1/R↑ – by using the Leibniz rule backwards for the representation of the derivative at 0 of 1/R = 1/(R↑R↓).
Subsequently, we find there exist a polynomial pℓ;m,n of degree at most n + ℓ and a function fℓ;m,n ∈ W∞

n−m
(
R+) such that

τℓ+1(x) =
√

x pℓ;m,n(x)e−ςx + xm fℓ;m,n(x) − iℓ

2πβ

∑
s+p=ℓ

(ix)p

(s + 1)!p!
∂s+1

∂λs+1

{ 1
R(λ)

}
|λ=0

. (5.1.85)

The claim then follows upon adding up all of the terms. Finally, the estimates at x → +∞ of aℓ follow readily from the
exponential decay at x→ +∞ of the functions ϱ and ϖ.

To compute the behaviour at x→ 0, we remind that:

a0(x) = b0(x) + u1 = τ1(x) + u1 . (5.1.86)
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We already know from (5.1.85) that a0(0) = 0, and we just have to look in (5.1.78)-(5.1.83) for the coefficient of
√

x in the
case ℓ = 1. For this purpose, it is enough to write (5.1.78) with n = 1. Then, the squareroot behaviour occur for p = r = 0
and s = 1 in the sum, and gives:

a0(x) =
c0;1 x1/2 e−ςx

2iπβ · Γ(3/2)
∂µR−1

↑ (µ)|µ=0 + O(x) . (5.1.87)

The coefficient c0;1 is given by the large λ asymptotics in (5.1.80), coming from that of R↓(λ) given by (4.1.29):

c0;1 = −1 . (5.1.88)

On the other hand, we know from (4.1.26) that:

∂µR−1
↑ (µ)|µ=0 =

1
i
√
ω1 + ω2

(5.1.89)

Therefore:

a0(x) =
1
πβ

√
x

π(ω1 + ω2)
+ O(x) . (5.1.90)

We finally turn to proving that a0 > 0 on R+. It follows from the previous calculations that

a0(x) =
1

2πβ

( 1
µ · R↑(µ)

)
|µ=0

∫
C (+)

reg

eiλx − 1
λR↓(λ)

dλ
2iπ

. (5.1.91)

The integral can be computed by deforming the contour up to +i∞ and, in doing so, we pick up the residues of the poles
located at

λ =
2iπnω1ω2

ω1 + ω2
, n ≥ 1 . (5.1.92)

All-in-all this yields

a0(x) =
∑
n≥1

a0;n

(
1 − e−

2πω1ω2
ω1+ω2

nx
)

with a0;n =
(ω1 + ω2) · (−1)n−1 · κ−nκ · (1 − κ)−n(1−κ)

2πβω1ω2 · n2 · n! · Γ( − κn) · Γ( − (1 − κ)n) (5.1.93)

and κ = ω2/(ω1 + ω2) < 1. By using the Euler reflection formula, we can recast a0;n into a manifestly strictly positive form

a0;n =
(ω1 + ω2)
2πβω1ω2

·
( sin[πκn]

π

)2
· Γ

(
1 + κn

) · Γ(1 + (1 − κ)n)
n2 · n! · κnκ · (1 − κ)n(1−κ) . (5.1.94)

The asymptotics of a0;n then takes the form

a0;n ∼
n→+∞

(ω1 + ω2)
2βω1ω2

·
√

2κ(1 − κ)
πn3 ·

( sin[πκn]
π

)2
. (5.1.95)

Thus the series (5.1.93) defining a0(x) converges uniformly for x ∈ R+. Since the series only contains positive summands,
a0(x) is positive for x > 0.

The main reason for investigating the properties of the functions aℓ(x) lies in the fact that they describe the large-N
asymptotics of the functionWR;k[H](x, bN − N−α x) +Wbk;k[H](bN − N−α x). In particular, a0(x) arises as the first term and
plays a particularly important role in the analysis that will follow. Let us remind Definition 3.3.1 for the weighted norm:

N (ℓ)
N [H] =

ℓ∑
k=0

||H||W∞k (R)

Nkα . (5.1.96)
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Lemma 5.1.11 Let k ≥ 0 be an integer, H ∈ C2k+1([aN ; bN]
)
. Define the functions:

W(as)
R;k [H](x) = H′(bN) b0(x) +

k−1∑
ℓ=1

H(ℓ+1)(bN) bℓ(x)
Nℓα

, (5.1.97)

W(as)
bk;k[H](x) = H′(bN) u1 +

k−1∑
ℓ=1

H(ℓ+1)(bN) uℓ(x)
Nℓα

. (5.1.98)

The approximants at order k,WR;k[H](x, bN −N−α x) andWbk;k[H](bN −N−α x), admit the large-N asymptotic expansions:

WR;k[H](x, bN − N−αx) = W(as)
R;k [H](x) + ∆[k]W(as)

R [H](x) , (5.1.99)

Wbk;k[H](bN − N−αx) = W(as)
bk;k[H](x) + ∆[k]W(as)

bk [H](x) . (5.1.100)

The remainders have the following structure:

∆[k]W(as)
R [H](x) = N−kα · e−ςx

{
(ln x)R(1)

as;k[H](x) + R(2)
as;k[H](x)

}
, (5.1.101)

∆[k]W(as)
bk [H](x) = N−kα · R(3)

as;k[H](x) , (5.1.102)

where R(a)
as;k[H] ∈ W∞

ℓ (R+) for a = 1, 2, 3. For a = 1, we have:∣∣∣R(1)
as;k[H](x)

∣∣∣ = O(xk+1) (5.1.103)

uniformly in N. Moreover, we have uniform bounds for x ∈ [0 ; ϵNα], namely for ℓ ∈ [[ 0 ; k ]]:∣∣∣∂ℓξR(1)
as;k[H](xR)

∣∣∣ ≤ Ck,ℓ · xk−ℓ+1
R · Nℓα · N (ℓ)

N
[
H(k+1)
e

]
, (5.1.104)

a = 2, 3,
∣∣∣∂ℓξR(a)

as;k[H](xR)
∣∣∣ ≤ Ck,ℓ · Nℓα · N (ℓ)

N
[
H(k+1)
e

]
, (5.1.105)

where we remind xR = Nα(bN − ξ).

Note that we can combine the operators into the asymptotic expansion

W(as)
R;k [H](x) + W(as)

bk;k[H](x) = H′(bN) a0(x)
{

1 +
k∑
ℓ=1

H(ℓ+1)(bN) aℓ(x)
H′(bN) Nαℓ

}
. (5.1.106)

Proof — The form of the large-N asymptotic expansion follows from straightforward manipulations on the Taylor integral
representation for H(ℓ)(ξ) around ξ = bN for ℓ ∈ [[ 0 ; k ]]. The control on the remainder arising in (5.1.99), (5.1.100) and
(5.1.106) follows from the explicit integral representation for the remainder in the Taylor-integral series:

∆[k]W(as)
R [H](x) = N−kα

1∫
0

dt H(k+1)(bN − N−α tx)
{
− (1 − t)k (−x)k+1ϱ0(x)

k!
−

k∑
ℓ=1

(1 − t)k−ℓ(−x)1+k−ℓϖℓ(x)
ℓ!(k − ℓ)!

}
,

∆[k]W(as)
bk [H](x) = N−kα

k∑
ℓ=1

uℓ
(−x)k+1−ℓ

(k − ℓ)!

1∫
0

dt (1 − t)k−ℓ H(k+1)(bN − N−α tx) . (5.1.107)

and we remark that ϱ0(x) – given by (5.1.34) – has a logarithmic singularity when x → 0. The details to arrive to (5.1.104)-
(5.1.105) are left to the reader.

Collecting the bounds, we have obtained in sup norms, we find in particularWN[H] is bounded when H is C1:

Corollary 5.1.12 There exists C > 0 independent of N such that, for any H ∈ C1([aN ; bN]),

||WN[H]||W∞0 ([aN ;bN ]) ≤ C ||He||W∞1 (R) . (5.1.108)
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5.2 The operatorU−1
N

Let us remind the definition of the operatorsUN and SN :

UN[ϕ](ξ) = ϕ(ξ) ·
{
V ′(ξ) − SN[ρ(N)

eq ](ξ)
}
+ SN[ϕ · ρ(N)

eq ](ξ) (5.2.1)

SN
[
ϕ
]
(ξ) =

bN?
aN

S
[
Nα(ξ − η)

]
ϕ(η) dη and S (ξ) =

2∑
p=1

βπωp cotanh
[
πωpξ

]
. (5.2.2)

and the fact thatWN defined in § 4.3.4 is the inverse operator to SN . We also remind that the density ρ(N)
eq of the N-dependent

equilibrium measure satisfies the integral equation:

∀ξ ∈ [aN ; bN], SN[ρ(N)
eq ](ξ) = V ′(ξ) . (5.2.3)

This makes the first term of (5.2.1) vanish for ξ ∈ [aN ; bN], but it can be non-zero outside of this segment.
In this section we obtain an integral representation for the inverse ofUN , which shows thatU−1

N [H] is smooth as long as
H is. Then, in § 5.2.2, we shall provide explicit, N-dependent, bounds on the W∞

ℓ (R) norms ofU−1
N [H]. This technical result

is crucial in the analysis of the Schwinger-Dyson equation performed in § 3.3.

5.2.1 An integral representation forU−1
N

Proposition 5.2.1 The operatorUN is invertible on
(
Xs ∩ C1)(R), 0 < s < 1/2, and its inverse admits the representation

U−1
N [H](ξ) =

VN[H](ξ)
VN[V ′](ξ)

, (5.2.4)

whereVN = V[1]
N + V

[2]
N with

V[1]
N [H](ξ) =

bN∫
aN

[H(ξ) − H(s)] ds
(ξ − s)

√
(s − aN)(bN − s)

and V[2]
N [H](ξ) =

bN∫
aN

V [2]
N (ξ, η) · WN[H](η) dη . (5.2.5)

and the integral kernel of the operatorV[2]
N reads:

V [2]
N (ξ, η) =

bN∫
aN

S reg
[
Nα(s − η)

] − S reg
[
Nα(ξ − η)

]
(ξ − s)

√
(s − aN)(bN − s)

ds with S reg(ξ) = S (ξ) − 2β
ξ
. (5.2.6)

Finally, we have that, for any ξ ∈ [aN ; bN],VN[V ′](ξ) , 0.

Note that the above representation is not completely fit for obtaining a fine bound of the W∞
ℓ (R) norm of U−1

N [H] in the
large-N limit. Indeed, we will show in Appendix C thatVN[V ′](ξ) > cN > 0 for N large enough. Unfortunately, the constant
cN → 0 and thus does not provide an optimal bound for the W∞

ℓ (R) norm. Gaining a more precise control on cN (eg. its
dependence on N) is much harder, but a more precise control is one of the ingredients that are necessary for obtaining sharp
N-dependent bounds for the W∞ℓ (R) norm ofU−1

N [H]. We shall obtain such a more explicit control on cN in the course of the
proof of Theorem 5.2.2.

Proof — Given H ∈ (Xs ∩ C1
c)(R), let ϕ be the unique solution to the equation SN[ϕ](ξ) = H(ξ) on [aN ; bN]. Reminding the

definition of SN in (2.4.16), it means that, for ξ ∈]aN ; bN[:

bN?
aN

ϕ(η) dη
(ξ − η)iπ

= U(ξ) where U(ξ) =
Nα

2iπβ

{
H(ξ) −

bN∫
aN

S reg
[
Nα(ξ − η)

]
ϕ(η) dη

}
. (5.2.7)



104 CHAPTER 5. THE OPERATORSWN ANDU−1
N

As a consequence, the function

F(z) =
1

q(z)

bN∫
aN

ϕ(η)
z − η ·

dη
2iπ

with q(z) =
√

(z − aN)(z − bN) (5.2.8)

solves the scalar Riemann–Hilbert problem

• F ∈ O(C \ [aN ; bN]) and admits ± Lp([aN ; bN]
)

boundary values for p ∈]1 ; 2[ ;

• F(z) = O
(
z−1) when z→ ∞ ;

• F+(x) − F−(x) = U(x)/q+(x) for any x ∈]aN ; bN[ .

Note that the Lp character of the boundary values follows from the fact that both ϕ and the principal value integral are
continuous on [aN ; bN]. The former follows from Propositions 5.1.4-5.1.6 whereas the latter is a consequence of (5.2.7). By
uniqueness of the solution to such a Riemann–Hilbert problem, it follows that

F(z) =

bN∫
aN

U(s)
q+(s)(s − z)

ds
2iπ

for z ∈ C \ [aN ; bN] . (5.2.9)

By using that, for ξ ∈]aN ; bN[,

−ϕ(ξ) = q+(ξ) ·
(
F+(ξ) + F−(ξ)

)
and

bN?
aN

1
q+(s) · (s − ξ) ·

ds
iπ
= 0 , (5.2.10)

we obtain that:

ϕ(ξ) =

√
N2α(ξ − aN)(bN − ξ)

2π2β
VN[H](ξ) (5.2.11)

with the expression ofVN given by (5.2.5). Further, given any ξ ∈ R \ [aN ; bN], we have:

SN[ϕ](ξ) =

bN∫
aN

S reg
[
Nα(ξ − η)

]
ϕ(η) dη +

4iπβ
Nα

q(ξ)F(ξ) . (5.2.12)

It then remains to use that, for such ξ’s

bN∫
aN

1
q+(s)(s − ξ) ·

ds
iπ
=

1
q(ξ)

(5.2.13)

so as to get the representation

SN[ϕ](ξ) = H(ξ) − q(ξ)
π
· VN[H](ξ) . (5.2.14)

We can now go back to the original problem. Let ψ be any solution toUN[ψ] = H. Due to the integral equation satisfied
by the density of equilibrium measure on [aN ; bN], it follows that, for any ξ ∈ [aN ; bN] such thatWN[V ′](ξ) , 0,

ψ(ξ) =
WN[H](ξ)
WN[V ′](ξ)

. (5.2.15)

and we can conclude thanks to the relation (5.2.11). For ξ ∈ R \ [aN ; bN], we rather have:

ψ(ξ) =
SN

[WN[H]
]
(ξ) − H(ξ)

SN
[WN[V ′]

]
(ξ) − V ′(ξ)

(5.2.16)
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at any point where the denominator does not vanish. It then solely remains to invoke the relation (5.2.14). Note that

VN[V ′](ξ) =
2π2β ρ(N)

eq (ξ)√
N2α(ξ − aN)(bN − ξ)

. (5.2.17)

It is shown in proof of Theorem 2.4.2 given in Appendix C, point (ii), that ρ(N)
eq (ξ) > 0 for ξ ∈]aN ; bN[ for N large enough

and that it vanishes as a square root at the edges. Furthermore, it is also shown in that appendix, Equation (C.0.8), that
V ′(ξ) − SN

[WN[V ′]
]
(ξ) , 0 on R \ [aN ; bN]. Thus the denominator in (5.2.4) never vanishes and thus holds for any ξ ∈ R

and any H ∈ Xs ∩ C1
c(R). The result then follows by density of Xs ∩ C1

c(R) in Xs ∩ C1(R).

5.2.2 Sharp weighted bounds forU−1
N

The aim of the present subsection is to prove one of the most important technical propositions of the paper, namely sharp
N-dependent bounds on the W∞ℓ (R) norm ofU−1

N [H]. Part of the difficulties of the proof consists in obtaining lower bounds
forWN[V ′] in the vicinity of aN and bN as well as in gaining a sufficiently precise control on the square root behaviour of
WN[H] at the edges.

Proposition 5.2.2 below is the key tool for the large-N analysis of the Schwinger-Dyson equations. We insist that although
our result is effective in what concerns our purposes, it is not optimal. More optimal results can be obtained with respect
to local W∞ℓ norms, viz. W∞ℓ (J) with J being specific subintervals of R, or with respect to milder ones such as the W p

ℓ
(R)

ones. However, obtaining these results demands more efforts on the one hand and, on the other hand, requires much more
technical handlings so as to make the best of them when dealing with the Schwinger-Dyson equations. We therefore chose
not to venture further in these technicalities.

Before stating the theorem, we remind the expression for the weighted norm (Definition 3.3.1):

N (ℓ)
N [ϕ] =

ℓ∑
k=0

||ϕ||W∞
ℓ

(R)

Nℓα
. (5.2.18)

and the ad hoc norms on the potential (Definition 3.3.2):

nℓ[V] =
max

{ ℓ∏
a=1
||Kκ[V ′]||W∞ka

(Rn) :
ℓ∑

a=1
ka = 2ℓ + 1

}
{

min
(
1 , inf[a ;b] |V ′′(ξ)| , |V ′(b + ϵ) − V ′(b)| , |V ′(a − ϵ) − V ′(a)|

)}ℓ+1 (5.2.19)

for some ϵ > 0 small enough but independent of N. We also remind that Kκ[H] is an exponential regularisation of H, see
Definition 3.1.7.

Proposition 5.2.2 Let ℓ ≥ 0 be an integer, and CV , κ be positive constants. There exist a constant Cℓ > 0 such that for any
H and V satisfying

• Kκ/ℓ[H] ∈ W∞
2ℓ+1(R) and Kκ/ℓ[V] ∈ W∞2ℓ+2(R) ;

• ||V ||W∞3 ([a−δ ;b+δ]) < CV for some δ > 0 where (a, b) are such that (aN , bN) →
N→+∞

(a, b) ;

• H ∈ Xs([aN ; bN]) ;

we have the following bound:∣∣∣∣∣∣Kκ
[U−1

N [H]
]∣∣∣∣∣∣

W∞
ℓ

(R) ≤ Cℓ · nℓ[V] · N(ℓ+1)α · (ln N)2ℓ+1 · N (2ℓ+1)
N

[Kκ[H]
]
. (5.2.20)

Proof — As discussed in the proof of Proposition 5.2.1, the operatorU−1
N can be recast as

U−1
N [H](ξ) =

WN[H](ξ)
WN[V ′](ξ)

· 1[aN ;bN ](ξ) +
SN

[WN[H]
]
(ξ) − H(ξ)

SN
[WN[V ′]

]
(ξ) − V ′(ξ)

· 1[aN ;bN ]c (ξ) . (5.2.21)
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Therefore, obtaining sharp bounds on U−1
N [H] demands to control, with sufficient accuracy, both ratios appearing in the

formula above. Observe that the same Proposition 5.2.1 and, in particular, equations (5.2.11)-(5.2.14) ensure that, given
ϵ > 0 small enough and H of class Ck+1, the functions

ξ 7→ WN[H](ξ)
qR(ξ)

and ξ 7→ SN
[WN[H]

]
(ξ) − H(ξ)

qR(ξ)
(5.2.22)

with:

qR(ξ) =
√

Nα(bN − ξ) = x1/2
R (5.2.23)

are respectively Ck([bN − ϵ ; bN]) and Ck([bN ; bN + ϵ]). A similar statement holds at the left boundary. Furthermore, the same
proposition readily ensures that both functions are clearly Ck+1 uniformly away from the boundaries.

The large-N behaviour of both functions in (5.2.22) is not uniform on R and depends on whether one is in a vicinity of
the endpoints aN , bN or not. Therefore, we will split the analysis for ξ in one of the four regions, from right to left on the real
axis:

J(R;out)
N = [bN + ϵ(ln N)2 · N−α ;+∞[ (5.2.24)

J(R;ext)
N = [bN ; bN + ϵ(ln N)2 · N−α] (5.2.25)

J(R;in)
N = [bN − ϵ(ln N)2 · N−α ; bN] (5.2.26)

J(bk)
N = [aN + ϵ(ln N)2 · N−α ; bN − ϵ(ln N)2 · N−α] . (5.2.27)

Indeed, the behaviour on the three other regions:

J(L;in)
N = [aN ; aN + ϵ(ln N)2 · N−α] (5.2.28)

J(L;ext)
N = [aN − ϵ(ln N)2 · N−α ; aN] (5.2.29)

J(L;out)
N = ] −∞ ; aN − ϵ(ln N)2 · N−α] (5.2.30)

can be deduced by the reflection symmetry

WN[H](ξ) = −WN
[
H∧

]
(aN + bN − ξ) (5.2.31)

from the analysis on the local intervals (5.2.24)-(5.2.26).
The proof consists in several steps. First of all, we bound the W∞

ℓ (J(∗)N ) norm of the functions in (5.2.22), this depending
on the interval of interest. Also, we obtain lower bounds for the same functions with H ↔ V ′. Finally, we use the partitioning
of R into the local intervals (5.2.24)-(5.2.26) so as to raise the local bounds into global bounds onU−1

N [H] issuing from those
onWN[H] · q−1

R and
{SN

[WN[H]
] − H

} · q−1
R .

Lower and upper bounds on J(R;out)
N

Let us decompose S given in (5.2.2) into:

S (x) = S∞(x) + (∆S )(x), with S∞(x) = βπ(ω1 + ω2)sgn(x) (5.2.32)

We observe that when ξ ∈ J(R;out)
N and η ∈ [aN ; bN] one avoids the simple pole in the kernel functions S [Nα(ξ − η)] of the

integral operator SN . Besides, the decomposition (5.2.32) has the property that, for any integer ℓ ≥ 0, there exists constants
c,Cℓ > 0 independent of N such that:

∀ξ ∈ J(R;out)
N , ∀η ∈ [aN ; bN],

∣∣∣∂ℓξ(∆S )[Nα(ξ − η)]
∣∣∣ ≤ Cℓ Nℓα e−c(ln N)2

. (5.2.33)

We have proved in Lemma 6.1.7 and 6.1.8 that

∣∣∣∣∣
bN∫

aN

WN[H](ξ) dξ
∣∣∣∣∣ ≤ C ||He||W∞0 (R) , ||WN[H]||L1([aN ;bN ]) ≤ C ||He||W∞1 (R) (5.2.34)
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for some C > 0 independent of N. Subsequently:∣∣∣∣∣∣SN
[WN[H]

]∣∣∣∣∣∣
W∞
ℓ

(J(R;out)
N ) ≤ δℓ0 C ||He||W∞0 (R) + Cℓ Nℓα e−c(ln N)2 ||WN[H]||L1([aN ;bN ]) (5.2.35)

≤ δℓ0 C′N (0)
N

[Kκ[H]
]
+ C′ℓ N(ℓ+1)α e−c(ln N)2

(bN − aN)N (1)
N

[Kκ[H]
]
. (5.2.36)

We have used: in the first line, the estimates (5.2.34) ; in the second line, the definition (5.2.18) of the weighted norm, and we
have included exponential regularisations via Kκ, whose only effect is to change the value of the constant prefactors. Since
(aN , bN)→ (a, b) in virtue of Corollary 6.2.2, we can write for N large enough:

||Kκ
[SN

[WN[H]
] − H

]||W∞
ℓ

(J(R;out)
N ) ≤ C̃ℓ · Nℓα · N (ℓ)

N
[Kκ[H]

]
. (5.2.37)

Indeed, a bound from the left-hand side is obtained by adding the W∞
ℓ norm of H to (5.2.36), which is itself bounded by a

multiple of NℓαN (ℓ)
N

[Kκ[H]
]
.

Thanks to the decomposition (5.2.32) using that sgn(ξ − η) = 1 for ξ ∈ JR;(out)
N and η ∈ [aN ; bN], as well as the exponential

estimate (5.2.33) and the L1 bound ofWN from Lemma 6.1.8, we can also write:

SN
[WN[V ′]

]
(ξ) − V ′(ξ) = πβ(ω1 + ω2)︸         ︷︷         ︸

=V ′(b)

bN∫
aN

WN[V ′](ξ) dξ

︸                ︷︷                ︸
=1

− V ′(ξ) + O
(
e−c(ln N)2 ||V ′||W∞1 ([aN ;bN ])

)
. (5.2.38)

The identification of the first term comes from (3.1.16). Further, we have for |ξ − b| ≤ ϵ and ξ ∈ J(R;out)
N :

∣∣∣V ′(b) − V ′(ξ)| ≥ |ξ − b| · inf
ξ∈[b ;b+ϵ]

|V ′′(ξ)| ≥ ϵ

2
(ln N)2

Nα
V ′′(b) ≥ ϵ

2
V ′′(b)

Nα
(5.2.39)

To obtain the last bound we have assumed that ϵ was small enough – but still independent of N – and made use of |b − bN | =
O(N−α) as well as of ||V ||W∞3 ([a−δ ;b+δ]) < +∞ and N large enough. Finally, it is clear from the strict convexity of V that in the
case |b − ξ| > ϵ:

|V ′(b) − V ′(ξ)| ≥ |V ′(b + ϵ) − V ′(b)| ≥ ϵ

2
V ′(b + ϵ) − V ′(b)

Nα
, (5.2.40)

where the last inequality is a trivial one. Therefore, in any case, for N large enough:∣∣∣SN
[WN[V ′]

] − V ′(ξ)
∣∣∣ ≥ ϵ

4Nα
min

{
inf

ξ∈[a ;b]
V ′′(ξ) , |V ′(b + ϵ) − V ′(b)|

}
. (5.2.41)

The combination of the numerator upper bound (5.2.37) applied to H = V ′ (using that the weighted norm is dominated by the
W∞ norm) and the denominator lower bound (5.2.41) implies that, for any κ > 0 such that both sides below are well-defined:

||Kκ
[SN

[WN[V ′]
] − V ′

]||W∞
ℓ

(J(R;out)
N )∣∣∣SN

[WN[V ′]
]
(ξ) − V ′(ξ)

∣∣∣ ≤
N(ℓ+1)α ·Cℓ · ||V ′||W∞

ℓ
(R)

min
{

infξ∈[a ;b] |V ′′(ξ)| , |V ′(b + ϵ) − V ′(b)|
} . (5.2.42)

Implicitly, we have treated ϵ from (5.2.41) like a constant.

Lower and upper bounds on J(bk)
N

Consider the decomposition ofWN from (5.1.69):

WN[H](ξ) = Wbk;k[H](ξ) + ∆[k]Wbk;k[He](ξ) + WR[He](xR)
− WR

[
H∧

]
(xL, bN + aN − ξ) + Wexp[He](ξ) . (5.2.43)
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From the expression ofWbk;k in (5.1.40), we have the bound:

||Wbk;k[H]||W∞
ℓ

(J(bk)
N ) ≤ ck;ℓ · max

s∈[[ 0 ; ℓ ]]
N (k−1)

N [H(s+1)] (5.2.44)

and recollecting the estimates of the other terms from Propositions 5.1.4 and 5.1.6, we also find:∣∣∣∣∣∣∣∣∆[k]Wbk;k[He] + WR[He] − (WR)∧[He] + Wexp[He]
∣∣∣∣∣∣∣∣

W∞
ℓ

(J(bk)
N )
≤ cℓ N−kα||H(k+1)

e ||W∞
ℓ

(R) , (5.2.45)

with the reflected operator W∧
R as introduced in Definition 5.1.2. We do stress that, in the present context, He denotes a

compactly supported extension of H from [aN ; bN] to R that, furthermore, satisfies the same regularity properties as H. All
in all, the bounds (5.2.44)-(5.2.45) yield

||WN[H](ξ)||W∞
ℓ

(J(bk)
N ) ≤ c′k;ℓ · max

s∈[[ 0 ; ℓ ]]

{
N (k)

N [H(s+1)]
}
. (5.2.46)

Besides, for k = 1 we have from (5.1.40):

Wbk;k[V ′](ξ) = u1 V ′′(ξ) . (5.2.47)

The constant u1 was introduced in Definition 5.1.5, and according to the expression of R(λ) in (4.1.18), it takes the value:

u1 =
1

2πβ(ω1 + ω2)
> 0 . (5.2.48)

So, using the bound (5.2.45) for k = 1 and ℓ = 0 to control the extra terms inWN in sup norm, we get∣∣∣WN[V ′](ξ)
∣∣∣ ≥ u1 inf

ξ∈[a ;b]
V ′′(ξ) − C

Nα
||Ve||W∞3 (R) ≥

u1

2
· inf
ξ∈[a ;b]

{
V ′′(ξ)

}
(5.2.49)

where the last lower bound holds for N large enough. The above lower bound leads to

||Wbk;k[V ′]||W∞
ℓ

(J(bk)
N )∣∣∣WN[V ′](ξ)

∣∣∣ ≤
Cℓ · ||V ′||W∞k+ℓ+1(J(bk)

N )

inf
ξ∈[a ;b]

V ′′(ξ)
. (5.2.50)

Lower and upper bounds on J(R;in)
N

In virtue of Lemma 5.1.11 and Proposition 5.1.6, given k ∈ N∗, we have the decomposition

WN[H](ξ) =
(W(as)

R;k + W
(as)
bk;k

)
[H](xR) + ΩR;k[He](xR, ξ) (5.2.51)

ΩR;k[He](xR, ξ) = ∆[k]W(as)
R [H](xR) + ∆[k]W(as)

bk [H](xR) − WR;k[H∧](xL, bN + aN − ξ) + ∆[k]WN[He](ξ) (5.2.52)

where ∆[k]WN[He] has been introduced in (5.1.69). We remind from (5.1.106) that:

(W(as)
R;k + W

(as)
bk;k

)
[H](xR) = H′(bN)a0(xR) +

k∑
r=1

H(r+1)(bN)
Nrα (a0 · ar)(xR) (5.2.53)

For any integers n, ℓ such that n ≥ ℓ + 2, Lemma 5.1.10 applied to (ℓ,m, n)←↩ (r, ℓ + 1, n) tells us:

a0(x)
√

x
= p0;ℓ+1,n(x)e−ςx + xℓ+1/2 f0;ℓ+1,n(x),

(a0 · ar)(x)
√

x
= pr;ℓ+1,n(x)e−ςx + xℓ+1/2 fr;ℓ+1,n(x) (5.2.54)

for some polynomials pk;ℓ+1,n(x) of degree at most n + k and functions fk;ℓ+1,n ∈ W∞n−(ℓ+1)(R+). We therefore get:∣∣∣∣∣∣q−1
R

(W(as)
R;k +W

(as)
bk;k

)
[H]

∣∣∣∣∣∣
W∞
ℓ

(J(R;in)
N ) ≤ ck;ℓ · Nℓα · (ln N)2ℓ+1 · N (k−1)

N [H′e] . (5.2.55)
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In this inequality, one power of Nα pops up at each action of the derivative of xR = Nα(bN − ξ). Furthermore, by putting
together the control of the remainders in Proposition 5.1.6 and Lemma 5.1.11, we get that:

ΩR;k[He](xR, ξ) =
k∑

m=0

{
c(0)

k;mxm
R + c(1/2)

k;m xm+ 1
2

R

}
+ fk(xR) (5.2.56)

where, for any 0 ≤ ℓ ≤ k, the function fk satisfies:∣∣∣∂ℓξ(x−1/2
R fk(xR)

)∣∣∣ ≤ Ck;ℓ · x
k+ 1

2−ℓ
R · N(ℓ−k)α · N (ℓ)

N [H(k+1)
e ] · ( ln(xR) e−CxR + 1

)
. (5.2.57)

Since the functions
(W(as)

R;k +W
(as)
bk;k

)
[H] · q−1

R and WN[H] · q−1
R are smooth on J(R;in)

N , so must be ΩR;k[He] · q−1
R . As a

consequence, we necessarily have c(0)
k;m = 0. The properties of the remainders then ensure that, for any 0 ≤ ℓ ≤ k,∣∣∣c(1/2)

k;m

∣∣∣ ≤ Ck;m · N−kα ·
∣∣∣∣∣∣H(k+1)
e

∣∣∣∣∣∣
W∞m (R) . (5.2.58)

Thus, all-in-all, by choosing properly the compactly supported regular extension He of H from [aN ; bN] to R we get

||q−1
R · WN[H]||W∞

ℓ
(J(R;in)

N ) ≤ Cℓ · (ln N)2ℓ+1 · N(ℓ+1)α · N (2ℓ+1)
N [Kκ[He]] (5.2.59)

upon choosing k = ℓ. This holds for any κ > 0, the right-hand side being possibly +∞.
In what concerns the lower bounds, observe that

x−1/2
R · (W(as)

R;1 +W
(as)
bk;1

)
[H](xR) =

a0(xR)
√

xR
V ′′(bN)

(
1 +

V (3)(bN)
V ′′(bN)

· a1(xR)
Nα

)
(5.2.60)

as well as∣∣∣c(1/2)
1;0 + c(1/2)

1;1 xR + x−1/2
R f1(xR)

∣∣∣ ≤ C ·
{
N−α · (xR + 1)||V ′′e ||W∞1 (R) + N−α x

3
2
R
(

ln xR e−CxR + 1
)||V ′′e ||W∞0 (R)

}
. (5.2.61)

These estimates imply, for N large enough:∣∣∣∣WN[V ′](ξ)
qR(ξ)

∣∣∣∣ > a0(xR)
√

xR
V ′′(bN) − (ln N)3

Nα
||Ve||W∞3 (R) . (5.2.62)

The function x → a0(x)/
√

x is bounded from below on R+, cf. Lemma 5.1.10 and (aN , bN) → (a, b) in virtue of Corollary
6.2.2. As a consequence, for any potential V such that ||Ve||W∞3 ([a ;b]) < C, there exists N0 large enough and c > 0 such that∣∣∣∣WN[V ′](ξ)

qR(ξ)

∣∣∣∣ > c inf
[a ;b]

{
V ′′(ξ)

}
. (5.2.63)

We can deduce from the above bounds that, for any ξ ∈ J(R;in)
N ,

||q−1
R · WN[V ′]||W∞

ℓ
(J(R;in)

N )

q−1
R (ξ) · WN[V ′](ξ)

≤ Cℓ · (ln N)2ℓ+1 · Nℓα ·
||V ′||W∞2ℓ+1(J(R;in)

N )

inf[a ;b]
{
V ′′(ξ)

} . (5.2.64)

Lower and upper bounds on J(R;ext)
N

Let us go back to the vector Riemann–Hilbert problem discussed in Lemma 4.1.1. The representation (4.1.10) and the fact
that the solution Φ to this vector Riemann–Hilbert problem allows one the reconstruction of the functions ψ1 and ψ2 arising
in (4.1.10) through (4.1.15). Using the reconstruction formula (4.3.14) with P1 = P2 = 0 and z0 = ∞ and applying the
regularisation trick exactly as in (4.3.67), we get ξ ∈ [bN ;+∞[:

SN
[WN[H]

]
(ξ) = Nα

∫
R+2iϵ

dλ
2π

∫
R+iϵ

dµ
2iπ

bN∫
aN

dηH(η)
eiλNα(bN−ξ)−iµNα(bN−η)

µ − λ ·
{
χ21(λ)χ12(µ) − µ

λ
· χ11(µ)χ22(λ)

}
. (5.2.65)
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The local behaviour of the above integral representation can be studied with the set of tools developed throughout Section 5.
We do not reproduce this reasoning again. All-in-all, we obtain:

||q−1
R · Kκ

[SN
[WN[H]

] − H
]||W∞

ℓ
(J(R;ext)

N ) ≤ Cℓ(ln N)2ℓ+1 · N(ℓ+1)α · N (2ℓ+1)
N

[Kκ[H]
]

(5.2.66)

and, for any ξ ∈ J(R;ext)
N ,∣∣∣q−1

R (ξ) · {SN
[WN[V ′](ξ)

] − V ′(ξ)
}∣∣∣ > c inf

[a ;b]
V ′′(bN) (5.2.67)

provided that N is large enough. Likewise, we have the bounds:

||q−1
R Kκ

[SN
[WN[V ′]

] − V ′
]||W∞

ℓ
(J(R;ext)

N )

q−1
R (ξ) ·

{
SN

[WN[V ′]
] − V ′

} ≤ Cℓ · (ln N)2ℓ+1 · Nℓα ·
||Kκ[V ′]||W∞2ℓ+1(J(R;ext)

N )

inf[a ;b]
{
V ′′(ξ)

} . (5.2.68)

Synthesis

Let us now write:

U−1
N [H](ξ) =

∑
A=L,R

{ SN
[WN[H]

]
(ξ) − H(ξ)

SN
[WN[V ′]

]
(ξ) − V ′(ξ)

· 1J(A;out)
N

(ξ) +
WN[H](ξ)
WN[V ′](ξ)

· 1J(A;in)
N

(ξ)

+
q−1

R (ξ) · {SN
[WN[H]

]
(ξ) − H(ξ)

}
q−1

R (ξ) · {SN
[WN[V ′]

]
(ξ) − V ′(ξ)

} · 1J(A;ext)
N

(ξ)
}
+
WN[H](ξ)
WN[V ′](ξ)

· 1J(bk)
N

(ξ) , (5.2.69)

The piecewise bounds (5.2.37)-(5.2.42) on J(R;out)
N , (5.2.46)-(5.2.50) on J(bk)

N , (5.2.59)-(5.2.64) on J(bk)
N , (5.2.66)-(5.2.68) on

J(R;in)
N , and those which can be deduced by reflection symmetry on the three other segments defined in (5.2.28)-(5.2.30), can

now be used together with the Faá di Bruno formula

dℓ

dξℓ
( f

g

)
(ξ) =

∑
n+m=ℓ

∑
∑

knk=n

ℓ!
(∑n

k=1 nk
)
!

m!
· f (m)(ξ)

g(ξ)
·

n∏
j=1

{ 1
n j!

(−g( j)(ξ)
j!g(ξ)

)n j
}

(5.2.70)

to establish the global bound. Note that, in the intermediate bounds, one should use the obvious property of the exponential
regularisation:

Kκ[ f1 · · · fp] =
p∏

a=1

Kκ/p[ fa] . (5.2.71)

The details are left to the reader.



Chapter 6

Asymptotic analysis of integrals

Abstract
In this Chapter we carry out the large-N asymptotic analysis of the single and double integrals that arise in the problem.

First, in § 6.1.1, we deal with the one-fold integrals that arise in the characterisation of the image space Xs(R) of Hs
(
[aN ; bN]

)
under the operator SN . Then, in § 6.1.2 we evaluate asymptotically in N one-dimensional integrals ofWN[H] versus test
functions G. This provides the first set of results that were necessary in § 3.4 for a thorough calculation of the large-N
expansion of the partition function. Then, in Section 6.2 we build on the obtained large-N expansion of the two types of
single integrals so as to characterise of the support of the equilibrium measure. Finally, in Section 6.3 we obtain the large-N
expansion, up to a vanishing with N remainder, of the double integral (3.4.3) arising in the large-N expansion of the partition
function at β = 1.

6.1 Asymptotic analysis of single integrals

6.1.1 Asymptotic analysis of the constraint functionals XN[H]

Recall that for any H ∈ C1([aN ; bN]) the linear form XN[H] defined in (3.3.31):

XN[H] =
iNα

χ11;+(0)

∫
R+iϵ′

dµ
2iπ

χ11(µ)

bN∫
aN

H(η)eiNαµ(η−bN ) dη (6.1.1)

is related to the constraint I11[h] defined in (4.3.24) where H and h are related by the rescaling (4.1.1):

I11[h] = −Nα χ11;+(0)
2πβ

XN[H] , h(x) =
Nα

2iπβ
H(aN + N−αx) . (6.1.2)

In the following, we shall obtain the large-N expansion of the linear form XN[h] introduced in (3.3.31) and defining the
hyperplane Xs where we inverse operators. We first need to define new constants:

Definition 6.1.1 If p ≥ 0 is an integer, we define:

ℸp = −
R↓(0)

2

∫
R+iϵ′

1
µp+1R↓(µ)

· dµ
2iπ
= (−1)p+1 R↓(0)

2

∫
R−iϵ′

1
µp+2R↑(µ)

· dµ
2iπ

. (6.1.3)

The equality between the two expressions of ℸp follows from the symmetry (4.1.27).

Lemma 6.1.2 Let k ≥ 1 be an integer, and H ∈ Ck([aN ; bN]
)
. We have an asymptotic expansion:

XN[H] =
k−1∑
p=0

ip ℸp

Nαp

{
H(p)(aN) + (−1)pH(p)(bN)

}
+ ∆[k]XN[H] , (6.1.4)
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where:∣∣∣∆[k]XN[H]
∣∣∣ ≤ C N−kα ||H||W∞k ([aN ;bN ]) . (6.1.5)

Proof — For λ between Γ↑ and R, we decompose χ into:

χ(λ) = χ(as)
↑ (λ) + χ

(exp)
↑ (λ) (6.1.6)

In terms of the various matrices used § 4.2.2, the main part is:

χ(as)
↑ (λ) = R−1

↑ (λ) · [υ(λ)
]−σ3 · M↑(λ) ·

(
I2 +

σ−

λ

)
=

 −
eiλxN

R↓(λ)
+

1
λR↑(λ)

1
R↑(λ)

− R↑(λ) 0

 (6.1.7)

and is such that the remainder is exponentially small in N:

χ
(exp)
↑ (λ) = χ(as)

↑ (λ) · [δΠ](λ) with [δΠ](λ) =
(
I2 +

σ−

λ

)−1

· Π(λ) · PR(λ) − I2 . (6.1.8)

Indeed, the large-N behaviour of θR inferred from (4.1.17) and (4.1.34) as well as the estimate (4.2.15) on the matrix Π − I2
imply that, for ϵ′ fixed but small enough, and uniformly in λ ∈ R + iτ, 0 < τ < ϵ′:

∣∣∣[δΠ]ab(λ)
∣∣∣ ≤ C e−κϵ′ Nα

1 + |λ| . (6.1.9)

Furthermore, a direct calculation shows that

[χ(exp)
↑ ]11(λ) =

(
1

λR↑(λ)
− eiλxN

R↓(λ)

)
[δΠ]11(λ) +

[δΠ]21(λ)
R↑(λ)

, (6.1.10)

and taking into account the large-λ behaviour of R↑/↓ given in (4.1.24)- (4.1.25), we also get a uniform bound forλ ∈ R + iτ,
0 < τ < ϵ′:∣∣∣[χ(exp)

↑ ]11(λ)
∣∣∣ ≤ C′ e−κϵ′N

α

√
1 + |λ|

. (6.1.11)

In particular, this estimate (6.1.11) implies:

1
χ11;+(0)

= −R↓(0)
2
+ O(e−κϵ′N

α

) . (6.1.12)

The decomposition (6.1.6) in formula (6.1.1) induces a decomposition:

XN[H] = X(as)
N [H] + X(exp)

N [H] (6.1.13)

where

X(exp)[H] =
iNα

χ11;+(0)

∫
C̃ (−)

dµ
2iπ

[
χ

(exp)
↑ (µ)

]
11

bN∫
aN

H(η)eiNαµ(η−bN ) · dη (6.1.14)

and C̃ (−) is a contour surrounding 0 from above, going to∞ in H− along the rays te−
3iπ
4 and te−

iπ
4 and such that max

{
Im(λ) :

λ ∈ C̃ (−)} = ϵ′. Note that we could have carried out this contour deformation since Π(λ) is holomorphic in the domain
delimited by R + iϵ′ and C̃ (−).
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Since for λ ∈ C̃ (−), we have:

∣∣∣∣∣
bN∫

aN

H(η)eiNαλ(η−bN ) dη
∣∣∣∣∣ ≤ C exNϵ

′

|λ| ||H||L
∞([aN ;bN ]) , (6.1.15)

it is readily seen that∣∣∣X(exp)
N [H]

∣∣∣ ≤ C′ · Nαe−
κϵ′

2 Nα ||H||L∞([aN ;bN ]) . (6.1.16)

It thus remains to estimate

X(as)
N [H] = X(as)

R [H] + X(as)
R [H∧] (6.1.17)

where

X(as)
R [H] =

iNα

χ11;+(0)

∫
C (−)

reg

dµ
2iπ

1
µR↑(µ)

bN∫
aN

H(η)eiNαµ(η−bN ) dη , (6.1.18)

and the second term arises upon the change of variables (µ, η) 7→ (−µ, aN + bN − η) in the initial expression. The dependence
in N is implicit in these new notations. Note that we could deform the contour from R + iϵ′ up to R − iϵ′ or C (−)

reg since the
integrand is holomorphic in the domain swapped in between. Replacing H by its Taylor series with integral remainder at
order k, we get:

X(as)
R [H] = X(as)

R;k [H] + ∆[k]X(as)
R [H] . (6.1.19)

The first term is:

X(as)
R;k [H] = iNα

k−1∑
p=0

H(p)(bN)
p!χ11;+(0)

∫
R−iϵ′

dµ
2iπ

1
µR↑(µ)

0∫
−∞

ηpeiNαµη dη =
−2

R↓(0)χ11;+(0)

k−1∑
p=0

(−i)p ℸp H(p)(bN)
N pα (6.1.20)

where we have recognised the constants ℸp of Definition 6.1.1. The remainder is:

∆[k]X(as)
R [H] =

1
iχ11;+(0)

{ k−1∑
p=0

H(p)(bN)
p! N pα

∫
C (−)

reg

dµ
2iπ

1
µR↑(µ)

−xN∫
−∞

ηpeiµη dη

+

∫
C (−)

reg

dµ
2iπ

Nα

µR↑(µ)

bN∫
aN

dη (η − bN)k

1∫
0

dt
(1 − t)k−1

(k − 1)!
eiNαµ(η−bN ) H(k)(bN + t(η − bN)

)}
. (6.1.21)

X(as)
R;k [H] yields the leading terms of the asymptotic expansion announced in (6.1.4). Hence, it remains to bound ∆[k]X(as)

R [H].
The first line in (6.1.21) is exponentially small and bounded by a term proportional to ||H||W∞k−1([aN ;bN ]). The second line is
bounded by

Nα · |R↓(0)| · ||H||W∞k ([aN ;bN ])

∫
C (−)

reg

|dµ|
2π k!

1∣∣∣µR↑(µ)
∣∣∣

bN∫
−∞

dη (bN − η)k e−Nα
[
Im µ(η−bN )

]
≤ C N−kα ||H||W∞k ([aN ;bN ]) . (6.1.22)

It thus solely remains to put all the pieces together.

Using these estimates, we obtain the continuity of the linear form XN in sup norms:
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Corollary 6.1.3 There exists C > 0 independent of N, such that:∣∣∣X̃N[H]
∣∣∣ ≤ C ||H||W∞0 ([aN ;bN ]) . (6.1.23)

Proof — We have shown in the proof of Lemma 6.1.2 a decomposition:

X(as)
N [H] = X(as)

R [H] + X(as)
R [H∧] + X(exp)

N [H] . (6.1.24)

X(as)
R [H] is given in (6.1.18). It has χ11;+(0) as prefactor, and we have seen in (6.1.12) that this quantity takes the non-zero

value −2/R↓(0) up to exponential small (in N) corrections. So, we have the bound:

∣∣∣X(as)
R [H]

∣∣∣ ≤ |R↓(0)|
2
· ||H||W∞0 ([aN ;bN ]) ·

∫
C (−)

reg

1
|µ||Im µ|R↑(µ)|

|dµ|
2π

(6.1.25)

where the inverse power of |Im µ| and the loss of the prefactor Nα resulted from integrating the decaying exponential
|eiNαµ(η−bN )| over [aN ; bN], given that Im µ < 0 for µ ∈ C (−)

reg . We conclude by combining this estimate with (6.1.16) which
shows that the remainder is exponentially small.

6.1.2 Asymptotic analysis of simple integrals
In the present subsection, we obtain the large-N asymptotic expansion of one-dimensional integrals involvingWN[H]. This
provides the first set of results that were necessary in § 3.4 for a thorough calculation of the large-N expansion of the partition
function.

Definition 6.1.4 If G and H are two functions on [aN ; bN], we define:

Is
[
G,H

]
=

bN∫
aN

G(ξ) · WN[H](ξ) dξ (6.1.26)

where theWN is the operator defined in (2.4.18).

To write the large N-expansion of Is, we need to introduce some more constants:

Definition 6.1.5 If s, ℓ ≥ 0 are integers, we set:

ℸs,ℓ =

+∞∫
0

xs
bℓ(x) dx (6.1.27)

where the function bℓ has been introduced in Definition 5.1.9.

Proposition 6.1.6 Let k ≥ 1 be an integer, G ∈ Ck−1([aN ; bN]) and H ∈ Ck+1([aN ; bN]). We have the asymptotic expansion:

Is
[
G,H

]
= u1

bN∫
aN

G(ξ) · H′(ξ) dξ +
k−1∑
p=1

1
Nαp

{
up+1

bN∫
aN

G(ξ)H(p+1)(ξ) dξ

+
∑

s+ℓ=p−1
s,ℓ≥0

ℸs,ℓ

s!

[
(−1)s H(ℓ+1)(bN) ·G(s)(bN) + (−1)ℓH(ℓ+1)(aN)G(s)(aN)

]}
+ ∆[k]Is

[
G,H

]
. (6.1.28)

where we remind that u’s are the constants appearing in Definition 5.1.5. The remainder is bounded as∣∣∣∆[k]Is
[
G,H

]∣∣∣ ≤ C N−kα ||G||W∞k−1([aN ;bN ]) ||He||W∞k+1([aN ;bN ]) (6.1.29)

for some constant C > 0 independent of N, G and H.
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Note that the leading asymptotics of Is
[
G,H

]
, i.e. up to the o(1) remainder, correspond precisely to the contribution

obtained by replacing the integral kernel S
(
Nα(ξ − η)

)
of SN by the sign function– which corresponds to the almost sure

pointwise limit of S
(
Nα(ξ − η)

)
, see (2.4.16) – and then inverting the formal limiting operator. The corrections, however, are

already more complicated as they stem from the fine behaviour at the boundaries.

Proof — Recall from Propositions 5.1.4 and 5.1.6 thatWN[H] decomposes as

WN[H](ξ) = WR;k[H](xR, ξ) + Wbk;k[H](ξ) − WR;k[H∧](xL, aN + bN − ξ) + ∆[k]WN[He](ξ) (6.1.30)

where∣∣∣∣∣∣∆[k]WN[He]
∣∣∣∣∣∣

L∞([aN ;bN ]) ≤ C N−kα ||H(k+1)
e ||L∞(R) . (6.1.31)

This leads to the decomposition

Is[G,H] = I(bk)
s;k [G,H] + I(∂)

s;k[G,H] − I(∂)
s;k[G∧,H∧] + ∆[k]Is[G,He] (6.1.32)

where:

I
(bk)
s;k [G,H] =

bN∫
aN

G(ξ) · Wbk;k[H](ξ) dξ ,

I
(∂)
s;k[G,H] =

1
Nα

xN∫
0

G
(
bN − N−αx

) · WR;k[H]
(
x, bN − N−αx

)
dx ,

∆[k]Is[G,He] =

bN∫
aN

G(ξ) · ∆[k]WN[He](ξ) dξ . (6.1.33)

Clearly from the estimate (6.1.31), there exist a constant C′ > 0 such that:∣∣∣∆[k]Is[G,He]
∣∣∣ ≤ C′ N−kα · ||G||L∞([aN ;bN ]) · ||H(k+1)

e ||L∞(R) . (6.1.34)

The asymptotic expansion of I(bk)
s;k follows readily from the expression (5.1.40) for Wbk;k[H]. It produces the first line of

(6.1.28). As a consequence, it remains to focus on I(∂)
s;k . Recall from Proposition 5.1.11 the decomposition

WR;k[H]
(
x, bN − N−αx

)
= W(as)

R;k [H](x) + ∆[k]W(as)
R [H](x) (6.1.35)

and especially the bounds (5.1.103)-(5.1.105) on the remainder, which imply:∣∣∣∆[k]W(as)
R [H](x)

∣∣∣ ≤ C e−ςx xk+1 ln x · N−kα · ||He||W∞k+1(R) . (6.1.36)

The contribution of the first term of (6.1.35) involves the functions bℓ. it remains to replace G by its Taylor series with
integral remainder of appropriate order so as to get

I
(∂)
s;k[G,H] =

k−1∑
p=0

1
N(p+1)α

∑
s+ℓ=p
s,ℓ≥0

(−1)s

s!
H(ℓ+1)(bN) ·G(s)(bN)

xN∫
0

xs
bℓ(x) dx + ∆[k]I

(∂)
s [G,H] (6.1.37)

where

∆[k]I
(∂)
s [G,H] =

1
Nkα

k−1∑
ℓ=0

H(ℓ+1)(bN)
(k − ℓ − 2)!

xN∫
0

dx bℓ(x) (−x)k−ℓ−1

1∫
0

dt (1 − t)k−2−ℓG(k−ℓ−1)(bN − N−αtx) (6.1.38)

+
1

Nα

xN∫
0

G(bN − N−αx) · ∆[k]W(as)
R [H](x) dx . (6.1.39)
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Clearly from (6.1.36), there exists C′′ > 0 such that:∣∣∣∆kI
(∂)
s;k[G,H]

∣∣∣ ≤ C′′ N−kα ||He||W∞k+1(R) · ||G||W∞k−1([aN ;bN ]) . (6.1.40)

Moreover, one can extend the integration in (6.1.37) from [0 ; xN] up to R+, this for the price of exponentially small correc-
tions in N. Adding up all the pieces leads to (6.1.28).

In the case when G = 1, i.e. to estimate the magnitude of the total integral of WN[H], we can obtain slightly better
bounds, solely involving the sup norm.

Lemma 6.1.7 There exists C > 0 independent of N such that, for any H ∈ C1([aN ; bN]),

∣∣∣∣∣
bN∫

aN

WN[H](ξ) dξ
∣∣∣∣∣ ≤ C ||He||W∞0 (R) . (6.1.41)

Proof — Recall from Propositions 5.1.4 the decomposition:

WN[H](ξ) = WR[He](xR, ξ) + Wbk[He](ξ) − WR[H∧e ](xL, aN + bN − ξ) + Wexp[H](ξ) . (6.1.42)

We focus on the integral of each of the terms taken individually. We have:

bN∫
aN

Wbk[He](ξ) dξ =
Nα

2πβ

∫
R

dy J(y)

N−αy∫
0

[
He(bN + t) − He(aN + t)

]
dt , (6.1.43)

thus leading to

∣∣∣∣∣
bN∫

aN

Wbk[He](ξ) dξ
∣∣∣∣∣ ≤ C ||He||W∞0 (R) . (6.1.44)

Next, we have:

bN∫
aN

WR[He](xR, ξ) dξ = − Nα

2πβ

+∞∫
xN

dy J(y)

bN∫
aN

dξ
[
He(ξ + N−αy) − He(ξ)

]

− Nα

2πβ

xN∫
0

dy J(y)

N−αy∫
0

[
He(bN + t) − He(bN − N−αy + t)

]
dt

+
Nα

2iπβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

1
(µ − λ)R↓(µ)R↑(λ)

{
eiλxN − 1

λ

bN∫
aN

He(η)e−iµyR dη +
1
µ

bN∫
aN

He(ξ)eiλxR dξ
}
. (6.1.45)

The exponential decay of J at +∞ ensures that the first two lines of (6.1.45) are indeed bounded by C ||He||W∞0 (R) for some
N-independent C > 0. The last line is bounded similarly by using

∀λ ∈ C (±)
reg ,

∣∣∣∣∣
bN∫

aN

He(ξ)e±iλNα(bN−ξ) dξ
∣∣∣∣∣ ≤ C′ ||He||W∞0 (R)

|λ|Nα
. (6.1.46)

It thus solely remains to focus on the exponentially small termWexp[H]. In fact, we only discuss the operatorW(++)
N as

all others can be treated in a similar fashion. Thanks to the bound (4.2.15) for Π(λ) − I2 and the expression (4.2.19) of the
matrix Ψ in terms of Π, we have:

Ψ(λ) =
(

1 0
1/λ 1

)
+ O

(
e−κϵN

α

1 + |λ|

)
(6.1.47)
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which is valid for λ uniformly away from the jump contour ΣΨ (see Figure 4.1). Therefore, using the definition (5.1.8) of
W(++)

N :

∣∣∣∣∣
bN∫

aN

W(++)
N [He](ξ) dξ

∣∣∣∣∣ ≤ C′′ ||He||W∞0 (R) e−κϵN
α

∫
C (+)

reg

|dλdµ|
(2π)2

1
|λ − µ| |R↓(λ)R↓(µ) λ| . (6.1.48)

Adding up all the intermediate bounds readily leads to the claim.
By a slight modification of the method leading to Lemma 6.1.7, we can likewise control the L1([aN ; bN]) norm ofWN

in terms of the W∞1 norm of (an extension of) H.

Lemma 6.1.8 For any H ∈ C1([aN ; bN]) it holds

||WN[H]||L1([aN ;bN ]) ≤ C ||He||W∞1 (R) and ||Wexp[H]||L1([aN ;bN ]) ≤ C e−C′Nα ||He||W∞1 (R) . (6.1.49)

6.2 The support of the equilibrium measure
In the present subsection we build on the previous analysis so as to prove the existence of the endpoints (aN , bN) of the
support of the equilibrium measure and thus the fact that

ρ(N)
eq (ξ) = 1[aN ;bN ](ξ) · WN[V ′](ξ) dξ , (6.2.1)

whereWN is as defined in (2.4.18).

Lemma 6.2.1 There exists a unique sequence (aN , bN) – defining the support of the Lebesgue-continuous equilibrium mea-
sure which corresponds to the unique solution to the minimisation problem (2.4.9)-(2.4.10). The sequences aN and bN are
bounded in N.

Proof — The existence and uniqueness of the solution to the minimisation problem (2.4.9)-(2.4.10) is obtained through a
straightforward generalisation of the proof arising in the random matrix case, see e.g. [48].

The endpoint of the support of the equilibrium measure should be chosen in such a way that, on the one hand, the density
of equilibrium measure admits at most a square root behaviour at the endpoints and, on the other hand, that it indeed defines
a probability measure. In other words, the endpoints are to be chosen so that the two constraints are satisfied

XN[V ′] = 0 and Is[1,V ′] =

bN∫
aN

WN[V ′](ξ) dξ = 1 . (6.2.2)

The asymptotic expansion of XN[V ′] and Is[1,V ′] is given, respectively, in Lemma 6.1.2 and Proposition 6.1.6. However,
the control on the remainder obtained there does depend on aN and bN . Should aN or bN be unbounded in N this could brake
the a priori control on the remainder. Still, observe that if (aN , bN) solve the system of equations (6.2.2) then ξ 7→ WN[V ′](ξ)
with WN associated with the support [aN ; bN] provides one with a solution to the minimisation problem of EN defined in
(2.4.7). By uniqueness of solutions to this minimisation problem, it thus corresponds to the density of equilibrium measure.
As a consequence, there exists at most one solution (aN , bN) to the system of equations (6.2.2).

Assume that the sequence aN and bN are bounded in N. Then, the leading asymptotic expansion of the two functionals
in (6.2.2) yields{

V ′(bN) + V ′(aN) = O
(
N−α

)
V ′(bN) − V ′(aN) = u−1

1 + O
(
N−α

) viz.
(

1 1
1 −1

)
·
(

V ′(bN) − V ′(b)
V ′(aN) − V ′(a)

)
= O

(
N−α

)
. (6.2.3)

Note that the control on the remainder follows from the fact that |aN | and |bN | are bounded by an N-independent constant.
Also, (a, b) appearing above corresponds to the unique solution to the system

V ′(b) + V ′(a) = 0 and V ′(b) − V ′(a) = u−1
1 . (6.2.4)
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We do stress that the existence and uniqueness of this solution is ensured by the strict convexity of V .
The smoothness of the remainder in (aN , bN) away from 0, the control on its magnitude (guaranteed by the boundedness

of aN and bN) as well as the strict convexity of V and the invertibility of the matrix occurring in (6.2.3) ensure the existence
of solutions (aN , bN) by the implicit function theorem, this provided that N is large enough. Hence, since a solution to (6.2.2)
with aN and bN bounded in N does exists, by uniqueness of the solutions to (6.2.2), it is the one that defines the endpoints of
the support of the equilibrium measure.

Corollary 6.2.2 Let the pair (a, b) correspond to the unique solution to the system

V ′(b) + V ′(a) = 0 and V ′(b) − V ′(a) = u−1
1 . (6.2.5)

Then the endpoints (aN , bN) of the support of the equilibrium measure admit the asymptotic expansion

aN =

k−1∑
ℓ=0

aN;ℓ

Nℓα
+ O

(
N−kα) and bN =

k−1∑
ℓ=0

bN;ℓ

Nℓα
+ O

(
N−kα) , (6.2.6)

where aN;0 = a and bN;0 = b.

Note that the existence and uniqueness of solutions to the system (6.2.5) follows from the strict convexity of the potential V .

Proof — The invertibility of the matrix occurring in (6.2.3) as well as the strict convexity of the potential V ensure that aN

and bN admit the expansion (6.2.6) for k = 1, viz. up to O
(
N−α

)
corrections. Now suppose that this expansion holds up to

O
(
N−(k−1)α). It follows from Lemma 6.1.2 and Proposition 6.1.6 that the asymptotic expansion of XN[V ′] and Is[1,V ′] up to

O
(
N−kα) can be recast as(

XN[V ′] · ℸ−1
0

Is[1,V ′] · u−1
1

)
=

(
V ′(bN) + V ′(aN) + B1;k−1[V ′] + ℸ−1

0 · ∆[k]XN[V ′]
V ′(bN) − V ′(aN) + B2;k−1[V ′] + u−1

1 · ∆[k]Is[1,V ′]

)
. (6.2.7)

In this expression, we have
∣∣∣ℸ−1

0 · ∆[k]XN[V ′]
∣∣∣ + ∣∣∣u−1

1 · ∆[k]Is[1,V ′]
∣∣∣ ≤ CN−kα since aN and bN are bounded uniformly in N,

while (
B1;k−1[V ′]
B2;k−1[V ′]

)
=

k−1∑
p=1

1
N pα

 ip · ℸpℸ
−1
0 ·

(
V (p+1)(aN) + (−1)pV (p+1)(bN)

)
(
up+1 + ℸ0,p−1

)
u−1

1 · V (p+1)(bN) − (
up+1 + (−1)pℸ0,p−1

)
u−1

1 · V (p+1)(aN)

 . (6.2.8)

We remind that ℸp was introduced in Definition 6.1.1, up in Definition 5.1.5, and ℸ0,p in Definition 6.1.5.
Since both B1;k−1[V ′] and B2;k−1[V ′] have N−α as a prefactor, by composition of asymptotic expansions, there exist

functions Bp;ℓ
(
bN;1, . . . , bN;ℓ−1 | aN;1, . . . , aN;ℓ−1

)
, indexed by p ∈ {1, 2} and ℓ ∈ [[ 1 ; k − 1 ]], independent of k, such that

(
B1;k−1[V ′]
B2;k−1[V ′]

)
=

k−1∑
ℓ=1

1
Nℓα

(
B1;ℓ

(
bN;1, . . . , bN;ℓ−1 | aN;1, . . . , aN;ℓ−1

)
B2;ℓ

(
bN;1, . . . , bN;ℓ−1 | aN;1, . . . , aN;ℓ−1

) )
+ O

(
N−αk) . (6.2.9)

As a consequence, we have the relation:(
1 1
1 −1

) (
V ′(bN) − V ′(b)
V ′(aN) − V ′(a)

)
=

k−1∑
ℓ=1

−1
Nℓα

(
B1;ℓ

(
bN;1, . . . , bN;ℓ−1 | aN;1, . . . , aN;ℓ−1

)
B2;ℓ

(
bN;1, . . . , bN;ℓ−1 | aN;1, . . . , aN;ℓ−1

) )
+ O

(
N−kα) . (6.2.10)

This implies the existence of an asymptotic expansion of aN and bN up to a remainder of the order O
(
N−kα).

6.3 Asymptotic evaluation of the double integral
In this section we study the large-N asymptotic expansion for the double integral in:
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Definition 6.3.1

Id[H,V] =

bN∫
aN

WN ◦ X̃N

[
∂ξ

{
S
(
Nα(ξ − ∗)) · GN

[X̃N[H],V
]
(ξ, ∗)}](ξ) dξ , (6.3.1)

with

GN
[
H,V

]
(ξ, η) =

WN[H](ξ)
WN[V ′](ξ)

− WN[H](η)
WN[V ′](η)

. (6.3.2)

We remind that * indicates the variable on which the operatorWN acts. The asymptotic analysis of the double integral Id;β
arising in the β , 1 large-N asymptotics (cf. (3.4.4)) can be carried out within the setting of the method developed in this
section. However, in order to keep the discussion minimal, we shall not present this calculation here.

In order to carry out the large-N asymptotic analysis of Id[H,V], it is convenient to write down a decomposition for
GN

[
H,V

]
ensuing from the decomposition ofWN that has been described in Propositions 5.1.4 and 5.1.6. We omit the proof

since it consists of straightforward algebraic manipulations.

Lemma 6.3.2 The function GN
[
H,V

]
(ξ, η) can be recast as

GN[H,V](ξ, η) = Gbk;k[H,V](ξ, η) + G(as)
R;k [H,V](xR, yR; ξ, η)

− G(as)
R;k

[
H∧,V∧

]
(xL, yL; aN + bN − ξ, aN + bN − η) + ∆[k]GN

[
H,V

]
(ξ, η) . (6.3.3)

The functions arising in this decomposition read

Gbk;k[H,V](ξ, η) =
Wbk;k[H](ξ)
Wbk;k[V ′](ξ)

− (ξ ↔ η) , (6.3.4)

and

G(as)
R;k [H,V](x, y; ξ, η) =

{W(as)
R;k [H](x)

Wbk;k[V ′](ξ)
−
W(as)

R;k [V ′](x)

Wbk;k[V ′](ξ)
·
(W(as)

bk;k +W
(as)
R;k

)
[H](x)(W(as)

bk;k +W
(as)
R;k

)
[V ′](x)

}
−

(
ξ ↔ η
x↔ y

)
. (6.3.5)

Finally, the remainder ∆[k]GN takes the form

∆[k]GN[H,V](ξ, η) =
1

Wbk;k[V ′](ξ)

{
∆[k]WN[H](ξ) − ∆[k]WN[V ′](ξ) · WN[H](ξ)

WN[V ′](ξ)

}
−

(
ξ ↔ η

)
+ ∆[k]G(as)

N [H,V](xR, yR; ξ, η) − ∆[k]G(as)
N

[
H∧,V∧](xL, yL; aN + bN − ξ, aN + bN − η) . (6.3.6)

The reminder ∆[k]WN of order k has been introduced in (5.1.69), while

∆[k]G(as)
N [H,V](x, y; ξ, η) =

1
Wbk;k[V ′](ξ)

{
∆[k]W(as)

R [H](x) − ∆[k]W(as)
R [V ′](x) · WN[H](ξ)

WN[V ′](ξ)

−
[(
∆[k]WN

)
R[H](ξ) − (

∆[k]WN
)
R[V ′](ξ) · WN[H](ξ)

WN[V ′](ξ)

]
·

W(as)
R;k [V ′](x)(W(as)

bk;k +W
(as)
R;k

)
[V ′](x)

}
−

(
ξ ↔ η
x↔ y

)
. (6.3.7)

The local right boundary remainder arising above is defined as(
∆[k]WN

)
R = WN − W(as)

R;k − W
(as)
bk;k . (6.3.8)

Note that the two terms G(as)
R;k present in (6.3.3) correspond to the parts of GN that localise at the right and left boundary. The

way in which they appear is reminiscent of the symmetry satisfied byWN :

WN[H](aN + bN − ξ) = −WN[H∧](ξ) . (6.3.9)
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Lemma 6.3.3 The double integral Id[H,V] can be recast as

Id[H,V] = Id;bk

[
Gbk;k[H,V]

]
+ Id;bk

[
G(as)

R;k [H,V] + G(as)
R;k [H∧,V∧]

]
+ Id;R

[(Gbk;k + G(as)
R;k

)
[H,V] +

(Gbk;k + G(as)
R;k

)
[H∧,V∧]

]
+ ∆[k]Id

[
X̃N[H],V

]
. (6.3.10)

The bulk part of the double integral is described by the functional

Id;bk[F] =
−N2α

4πβ

∫
[aN ;bN ]2

J
(
Nα(ξ − η)

) · (∂ξ − ∂η
){

S
(
Nα(ξ − η)

)
F(ξ, η)

}
dξdη . (6.3.11)

The local (right) part of the double integral is represented as

Id;R[F] = −N2α

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

bN∫
aN

dξ eiλNa(bN−ξ)

(µ − λ)R↓(λ)R↑(µ)

bN∫
aN

dη e−iµNα(bN−η) ∂ξ
{
S
(
Nα(ξ − η)

)
F(ξ, η)

}
. (6.3.12)

Finally, ∆[k]Id represents the remainder which decomposes as

∆[k]Id[H,V] =

4∑
p=1

∆[k]Id;p[H,V] (6.3.13)

∆[k]Id;1[H,V] =

bN∫
aN

Wexp

[
∂ξ

{
S
(
Nα(ξ − ∗)) · (GN − ∆[k]GN

)[
H,V

]
(ξ, ∗)}](ξ) dξ (6.3.14)

∆[k]Id;2[H,V] =

bN∫
aN

WN

[
∂ξ

{
S
(
Nα(ξ − ∗)) · ∆[k]GN

[
H,V

]
(ξ, ∗)}](ξ) dξ (6.3.15)

∆[k]Id;3[H,V] = −
bN∫

aN

WN[1](ξ) · XN

[
∂ξ

{
S
(
Nα(ξ − ∗)) · GN

[
H,V

]
(ξ, ∗)}](ξ) dξ . (6.3.16)

∆[k]Id;4[H,V] = −Id;R

[(G(as)
R;k [H,V]

)∧
+

(G(as)
R;k [H∧,V∧]

)∧] (6.3.17)

whereWexp is as defined in (5.1.32).

Proof — We first invoke the Definition 3.3.5 of the operator X̃N so as to recast Id[H,V] as an integral involving solely
WN , and another one containing the action of XN . Then, in the first integral, we decompose the operatorWN arising in the
"exterior" part of the double integral Id[H,V] as WN = (W(0)

R +W
(0)
bk +W

(0)
L +Wexp), cf. (5.1.32). Then, it remains to

observe that
bN∫

aN

W(0)
L

[
∂ξ

{
S
(
Nα(ξ − ∗)) · GN

[
H,V

]
(ξ, ∗)}](xL) dξ =

bN∫
aN

W(0)
R

[
∂ξ

{
S
(
Nα(ξ − ∗)) · GN

[
H∧,V∧

]
(ξ, ∗)}](xR) dξ (6.3.18)

and that

−Id;bk

[(G(as)
R;k [H∧,V∧]

)∧]
= Id;bk

[
G(as)

R;k [H∧,V∧]
]
. (6.3.19)

Putting all these results together, and using that the functions Gbk;k[H,V] and G(as)
R;k [H,V] solely involve derivatives of H

which implies:

Gbk;k
[X̃N[H],V

]
= Gbk;k[H,V] and G(as)

R;k
[X̃N[H],V

]
= G(as)

R;k [H,V] , (6.3.20)

we obtain the desired decomposition of the double integral.
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6.3.1 The asymptotic expansion related to Id;bk and Id;R

Once again, we need to introduce new constants:

Definition 6.3.4 If ℓ ≥ 0 is an integer, we set:

2ℓג =

∫
R

J(u) u2ℓ

4πβ (2ℓ)!
[
uS ′(u) + S (u)

]
du and 2ℓ+1ג =

∫
R

J(u) S (u) u2(ℓ+1)

4πβ (2ℓ + 1)!
du (6.3.21)

where the function J comes from Definition 5.1.3 and S is the kernel of SN and appears lately in (5.2.2).

They are useful in the following:

Lemma 6.3.5 Assume F ∈ C2k+2([aN ; bN]2) and antisymmetric viz. F(ξ, η) = −F(η, ξ). We have the asymptotic expansion:

Id;bk[F] = −Nα · 0ג · Teven[F](0) −
k∑
ℓ=1

1
N(2ℓ−1)α

{
2ℓג · T (2ℓ)

even[F](0) + 2ℓ−1ג · T (2ℓ−1)
odd [F](0)

}
+ O

(
N−2kα) (6.3.22)

in terms of the integral transforms:

Teven[F](s) =
1
s

2bN−|s|∫
2aN−|s|

F
[
(v + s)/2, (v − s)/2

]
dv and Todd[F](s) =

2bN−|s|∫
2aN−|s|

∂s
{
s−1 F

[
(v + s)/2, (v − s)/2

]}
dv . (6.3.23)

The integral transforms Teven,Todd can be slightly simplified in the case of specific examples of the function F. In particular,
if F takes the form F(ξ, η) = g(ξ) − g(η) for some sufficiently regular function g, then we have:

Teven[F](0) =

2bN∫
2aN

g′(v/2) dv = 2
[
g(bN) − g(aN)

]
. (6.3.24)

Proof — We first implement the change of variables{
u = Nα(ξ − η)
v = ξ + η

i.e.
{
ξ = (v + N−αu)/2
η = (v − N−αu)/2 (6.3.25)

in the integral representation for Id;bk[F]. This recasts the integral as

Id;bk
[
F
]
= −N2α

4πβ

xN∫
−xN

du J(u)

2bN−|u|N−α∫
2aN+|u|N−α

∂u

{
S (u) · F

[v + uN−α

2
,

v − uN−α

2

]}
dv

= − Nα

4πβ

xN∫
−xN

(
J(u)

[
uS ′(u) + S (u)

]Teven[F](uN−α) + N−αJ(u) · uS (u) · Todd[F](uN−α)
)
du (6.3.26)

Both J(u) · uS (u) and J(u)
[
uS ′(u) + S (u)

]
decay exponentially fast at infinity. Hence, the expansion (6.3.22) readily follows

by using the Taylor expansion with integral remainder for the functions Teven/odd[F](uN−α) around u = 0, and the parity
properties of Teven/odd[F].

Lemma 6.3.6 Let F(x, y; ξ, η) be such that

• F(x, y; ξ, η) = −F(y, x; η, ξ) ;

• the map (x, y; ξ, η) 7→ F(x, y; ξ, η) is C3(R+ × R+ × [aN ; bN]2) ;
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• F – and any combination of partial derivatives of total order at most 3 – decays exponentially fast in x, y uniformly in
(ξ, η) ∈ [aN ; bN] , viz.

max
{∣∣∣∂p1

x ∂
p2
y ∂

p3
ξ ∂

p4
η F(x, y; ξ, η)

∣∣∣ :
4∑

a=1

pa ≤ 3
}
≤ C e−c min(x,y) . (6.3.27)

• the following asymptotic expansion holds uniformly in (x, y) ∈ [0 ; ϵNα], for some ϵ > 0 and with a differentiable
remainder in the sense of (6.3.27).

F
(
x, y; bN − N−αx, bN − N−a y

)
=

k∑
ℓ=1

fℓ(x, y)
Nℓα

+ O
(Ck e−c min(x,y)

N(k+1)α

)
, (6.3.28)

where fℓ ∈ C3(R+ × R+) for ℓ ∈ [[ 1 ; k ]] while

max
{∣∣∣∂p

x∂
q
y fℓ(x, y)

∣∣∣ : p + q ≤ 3 and ℓ ∈ [[ 1 ; k ]]
}
≤ Ck e−c min(x,y) . (6.3.29)

Then, denoting FN(ξ, η) = F
(
Nα(bN − ξ),Nα(bN − η); ξ, η

)
, we have an asymptotic expansion:

Id;bk[FN] = −
k∑
ℓ=1

1
N(ℓ−1)α

∫
R

du J(u)
4πβ

+∞∫
|u|

dv ∂u

{
S (u) · fℓ

[
(v − u)/2, (v + u)/2

]}
+ O

(
1

Nkα

)
, (6.3.30)

Note that, necessarily, fℓ are antisymmetric functions of (x, y).

Proof — The change of variables{
u = Nα(ξ − η)
v = Nα(2bN − ξ − η

) i.e.
{
ξ = bN − N−α(v − u)/2
η = bN − N−α(v + u)/2 (6.3.31)

recasts the integral as

Id;bk[F] = −Nα

xN∫
−xN

du J(u)
4πβ

2xN−|u|∫
|u|

dv ∂u

{
S (u) · F

[v − u
2

,
v + u

2
; bN −

v − u
2Nα

, bN −
v + u
2Nα

]}
. (6.3.32)

At this stage, we can limit all the domains of integration to |u|, |v| ≤ ϵNα, this for the price of exponentially small corrections.
Then, we insert the asymptotic expansion (6.3.28) and extend the domains of integration up to +∞ this, again, for the price
of exponentially small corrections, and we get the claim.

Very similarly, but under slightly different assumptions on the function F, we have the large-N asymptotic expansion of
the right edge double integral.

Lemma 6.3.7 Let F(x, y; ξ, η) be such that

• F(x, y; ξ, η) = −F(y, x; η, ξ);

• the map (x, y; ξ, η) 7→ F(x, y; ξ, η) is C3(R+ × R+ × [aN ; bN]2);
• F decays exponentially fast in x, y this uniformly in (ξ, η) ∈ [aN ; bN] and for any combination of partial derivatives of

total order at most 3, viz.:

max
{∣∣∣∂p1

x ∂
p2
y ∂

p3
ξ ∂

p4
η F(x, y; ξ, η)

∣∣∣ :
4∑

a=1

pa ≤ 3
}
≤ C e−c min(x,y) . (6.3.33)
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• the following asymptotic expansion holds uniformly in (x, y) ∈ [0 ; ϵNα], for some ϵ > 0 and with a differentiable
remainder in the sense of (6.3.33).

F
(
x, y; bN − N−αx, bN − N−αy

)
=

k∑
ℓ=1

fℓ(x, y)
Nℓα

+ O
(Ck (xk + yk + 1)

N(k+1)α

)
, (6.3.34)

where fℓ ∈ C3(R+ × R+) for ℓ ∈ [[ 1 ; k ]] while

max
{∣∣∣∂p

x∂
q
y fℓ(x, y)

∣∣∣ : p + q ≤ 3 and ℓ ∈ [[ 1 ; k ]]
}
≤ Ck (xk + yk + 1) . (6.3.35)

Then, we have the following asymptotic expansions

Id;R[FN] =
k∑
ℓ=1

1
N(ℓ−1)α

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

(2πβ)−1

(λ − µ)R↓(λ)R↑(µ)

+∞∫
0

eiλx−iµy∂x
{
S (x − y) · fℓ(x, y)

}
dx dy + O

(
1

Nαk

)
. (6.3.36)

The function FN occurring above is as defined in the previous Lemma.

Proof — The change of variables x = Nα(bN − ξ) and y = Nα(bN − η) recasts the integral in the form

Id;R
[
F
]
= Nα

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

(2πβ)−1

(λ − µ)R↓(λ)R↑(µ)

xN∫
0

eiλx−iµy∂x
{
S (x − y) · F(

x, y; bN − N−αx, bN − N−αy
)}

dxdy .

We can then conclude exactly as in the proof of Lemma 6.3.6.

6.3.2 Estimation of the remainder ∆[k]Id[H,V].
Lemma 6.3.8 Let k ≥ 1 be an integer. Given CV > 0, assume V strictly convex, smooth enough and ||Ve||W∞3 (R) < CV . There
exists C > 0 such that, for any H ∈ Xs(R) smooth enough, the remainder integral ∆[k]Id[H,V] satisfies:∣∣∣∆[k]Id[H,V]

∣∣∣ ≤ C N−(k−5)α · nk+4[Ve] · ||He||W∞max{k,5}+4(R) . (6.3.37)

Proof — It follows from Lemma 5.1.11 and 5.1.10, as well as V ′′(bN) , 0 by strict convexity, that:

x 7→
(W(as)

bk;k + W
(as)
R;k

)
[H](x)(W(as)

bk;k + W
(as)
R;k

)
[V ′](x)

(6.3.38)

is smooth at x = 0. As a consequence, the function

(ξ, η) 7→ Gbk;k
[
H,V](ξ, η) + G(as)

R;k
[
H,V](xR, yR; ξ, η)

=
∆[k]W(as)

bk
[
H](ξ)

Wbk;k
[
V ′](ξ)

+
W(as)

bk;k
[
V ′]

(
xR

)
Wbk;k

[
V ′](ξ)

·
(W(as)

bk;k + W
(as)
R;k

)
[H]

(
xR

)(W(as)
bk;k + W

(as)
R;k

)
[V ′]

(
xR

) − (
ξ ↔ η

)
(6.3.39)

is smooth in (ξ, η). Furthermore, it follows from Theorem 5.2.1 that (ξ, η) 7→ GN[H,V](ξ, η) is smooth on [aN ; bN] as well.
Since G(as)

R;k
[
H,V](xR, yR; ξ, η) is smooth in ξ – respectively η – as soon as the latter variable is away from bN or aN , it follows

that (ξ, η) 7→ ∆[k]GN[H,V](ξ, η) is smooth as well.
The remainder ∆[k]GN described in (5.2.36) involves the remainders ∆[k]W(as)

R/bk studied in Lemma 5.1.11, and (∆[k]WN)R

defined in (6.3.8) and for which Proposition 5.1.6 and Lemma 5.1.11 also provide estimates. Using the properties of the a’s



124 CHAPTER 6. ASYMPTOTIC ANALYSIS OF INTEGRALS

obtained in Lemma 5.1.10 and involved in the asymptotic expansion of the (as) quantities, it shows the existence of constants
c(0)
ℓ;k, c

(1/2)
ℓ;k and of functions fm;k ∈ W∞m

(
R+

)
bounded uniformly in N and satisfying fm;k(x) = O

(
xm+1/2) such that

∆[k]GN[H,V](ξ, η) =
1

Nkα

m∑
ℓ=0

(
c(0)
ℓ;k xℓR + c(1/2)

ℓ;k xℓ−1/2
R

)
+

fm;k(xR)
Nkα −

(
xR ↔ yR

)
, (6.3.40)

for (xR, yR) ∈ [0 ; ϵ]2. Since ∆[k]GN[H,V](ξ, η) is smooth, we necessarily have that c(1/2)
ℓ;k = 0 for ℓ ∈ [[ 0 ; m ]]. The

representation (6.3.40) thus ensures that

max
0≤ℓ+p≤n

max
(xR,yR)
∈[0 ;ϵ]2

∣∣∣∂ℓξ∂p
η∆[k]GN[H,V](ξ, η)

∣∣∣ ≤ Cn

N(k−n)α · nn+k[V] · ||He||W∞n+1+k(R) . (6.3.41)

Here, the explicit control on the dependence of the bound on V and H issues from the control on the remainders entering in
the expression for ∆[k]GN[H,V].
Similar types of bounds can, of course, be obtained for (xL, yL) ∈ [0 ; ϵ]2. Finally, as soon as a variable, be it ξ or η, is
uniformly (in N) away from an immediate neighbourhood of the endpoints aN and bN , we can use more crude expressions
for the remainders so as to bound derivatives of the remainder ∆[k]GN[H,V]. This does not spoil (6.3.41) and we conclude:

max
0≤ℓ+p≤n

max
(ξ,η)

∈[aN ;bN ]2

∣∣∣∂ℓξ∂p
η∆[k]GN[H,V](ξ, η)

∣∣∣ ≤ Cn

N(k−n)α · nn+k[V] · ||He||W∞n+1+k(R) . (6.3.42)

Having at disposal such a control on the remainder ∆[k]GN[H,V], we are in position to bound the double integral of interest.
The latter decomposes into a sum of four terms

∆[k]Id[H,V] =
4∑

p=1

∆[k]Id;p[H,V] (6.3.43)

that have been defined in (6.3.14)-(6.3.17).

Bounding ∆[k]Id;1[H,V]

Let

τ(ξ, η) = ∂ξ
{
S
(
Nα(ξ − η)

) · GN
[
H,V

]
(ξ, η)

}
and ∆[k]τ(ξ, η) = ∂ξ

{
S
(
Nα(ξ − η)

) · ∆[k]GN
[
H,V

]
(ξ, η)

}
. (6.3.44)

Observe that given (ξ, η) 7→ f (ξ, η) sufficiently regular, we have the decomposition:

bN∫
aN

Wexp
[
f (ξ, ∗)](ξ) dξ =

bN∫
aN

Wexp
[
f (aN , ∗)

]
(ξ) dξ +

bN∫
aN

dξ

ξ∫
aN

dηWexp
[
∂η f (η, ∗)](ξ) . (6.3.45)

The latter ensures that

∣∣∣∣ bN∫
aN

Wexp
[
f (ξ, ∗)](ξ) dξ

∣∣∣∣ ≤ ∣∣∣∣∣∣Wexp
[
f (aN , ∗)

]∣∣∣∣∣∣
L1([aN ;bN ]) + (bN − aN) sup

η∈[aN ;bN ]

∣∣∣∣∣∣Wexp
[
∂η f (η, ∗)]∣∣∣∣∣∣L1([aN ;bN ]) . (6.3.46)

The two terms can be estimated directly using the L1 bound (6.1.49) obtained in Lemma 6.1.8. For the first one:∣∣∣∣∣∣Wexp
[
f (aN , ∗)

]∣∣∣∣∣∣
L1([aN ;bN ]) ≤ C1e−C2Nα || fe(aN , ∗)||W∞1 (R) ≤ C1 e−C2Nα || f ||W∞1 (R2) (6.3.47)

for some C1,C2 > 0 independent of N and f , and likewise for the second term. But the W∞
p (R2) norm of fe is also bounded

by a constant times the W∞
p ([aN ; bN]2) norm of f , and we can make the constant depends only on the compact support of the

extension fe. Therefore:∣∣∣∣∣∣Wexp
[
f (aN , ∗)

]∣∣∣∣∣∣
L1([aN ;bN ]) ≤ C′1 e−C′2Nα || f ||W∞1 ([aN ;bN ]2) (6.3.48)
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for some C′1,C
′
2 > 0. Taking f = τ − ∆[k]τ to match the definition (6.3.14) of ∆[k]Id;1, this implies:∣∣∣∆[k]Id;1[H,V]

∣∣∣ ≤ C′1e−C2Nα
{
||τ||W∞2 ([aN ;bN ]2) + ||∆[k]τ||W∞2 ([aN ;bN ]2)

}
. (6.3.49)

It solely remains to bound the W∞
2 ([aN ; bN]2) norm of τ and ∆[k]τ. We remind that, for ξ ∈ [aN ; bN], we have from the

definition (6.3.2) and the expression ofU−1
N given in (5.2.21):

GN[H,V](ξ) = U−1
N [H](ξ) −U−1

N [H](η) . (6.3.50)

By invoking the mean value theorem and the estimate of Proposition 5.2.2 for W∞
ℓ norm ofU−1

N [H], we obtain:

||τ||W∞
ℓ

([aN ;bN ]2) ≤ C Nα

∣∣∣∣∣∣
∣∣∣∣∣∣(ξ, η) 7→ GN

[
H,V

]
(ξ, η)

ξ − η

∣∣∣∣∣∣
∣∣∣∣∣∣
W∞
ℓ+1([aN ;bN ]2)

≤ C′ Nα
∣∣∣∣∣∣U−1

N [H]
∣∣∣∣∣∣

W∞
ℓ+2([aN ;bN ]) (6.3.51)

≤ C′ℓ · (ln N)2ℓ+5 · N(ℓ+4)α · nℓ+2[V] · N (2ℓ+5)
N

[Kκ[H]
]

(6.3.52)

≤ C′′ℓ · (ln N)2ℓ+5 · N(ℓ+4)α · nℓ+2[V] · ||He||W∞2ℓ+5(R) (6.3.53)

where the last step comes from domination of the weighted norm by the W∞ norm of the same order – and the exponential
regularisation can easily be traded for a compactly supported extension up to increasing the constant prefactor. Similarly, in
virtue of the bounds (6.3.42), we get:

||∆[k]τ||W∞
ℓ

([aN ;bN ]2) ≤ C′ · N(ℓ+3−k)α · nk+ℓ+2[V] · ||He||W∞k+ℓ+3(R) . (6.3.54)

Putting these two estimates back in (6.3.49) with ℓ = 2, we see that:∣∣∣∆[k]Id;1[H,V]
∣∣∣ ≤ C′1 · N6α · e−C2Nα

nk+4[V] · ||He||W∞max{k,5}+4(R) . (6.3.55)

which is exponentially small when N → ∞.

Bounding ∆[k]Id;2[H,V]

∆[k]Id;2[H,V] has been defined in (6.3.15) and can be bounded by repeating the previous handlings. Indeed, using (6.1.49)
on the L1 norm ofWN and then following the previous steps, one finds:∣∣∣∣∆[k]Id;2[H,V]

∣∣∣∣ ≤ ||∆[k]τ||W∞2 ([aN ;bN ]2) (6.3.56)

with ∆[k]τ defined in (6.3.44) and bounded in W∞
ℓ norms in (6.3.54). Hence, we find:∣∣∣∆[k]Id;2[H,V]

∣∣∣ ≤ C′1 · N(5−k)α · nk+4[V] · ||He||W∞k+5(R) . (6.3.57)

Bounding ∆[k]Id;3[H,V]

This quantity is defined in (6.3.16), and it follows from the explicit expression forWN[1](ξ) given in (4.3.72) that∣∣∣∆[k]Id;3[H,V]
∣∣∣ ≤ C Nα||τ||W∞0 ([aN ;bN ]2) ·

∣∣∣χ12;+(0)
∣∣∣ · |bN − aN | · sup

ξ∈[aN ;bN ]

∣∣∣∣∣∣
∫
R+iϵ′

χ11(λ)
λ

e−iNαλ(ξ−aN ) · dλ
2iπ

∣∣∣∣∣∣ (6.3.58)

where τ is as defined in (6.3.44). The decomposition (6.1.6) for χ and its properties show the existence of C,C′ > 0 such
that:

∀λ ∈ R + iϵ′, |χ11(λ)| ≤ C |λ|−1/2, and |χ12(λ)| ≤ C′ e−Nακϵ′ . (6.3.59)

Hence, by invoking the bounds (6.3.53) satisfied by τ, we get:∣∣∣∣∆[k]Id;3[H,V]
∣∣∣∣ ≤ C′′ · N5α · (ln N)5 · e−Nα[κϵ′−ϵ′(bN−aN )] · n2[V] · ||He||W∞5 (R) . (6.3.60)

Since κϵ′ > 0 is bounded away from 0 when ϵ′ → 0 according to its definition (4.2.7), we also have κϵ − ϵ′xN > 0 uniformly
in N for some choice of ϵ′ small enough but independent of N.
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Bounding ∆[k]Id;4[H,V]

This quantity is defined in (6.3.17), and it involves integration of:

τL(ξ, η) = ∂ξ
{
S
(
Nα(ξ − η)

) · G(as)
R;k

[
H,V

]
(xL, yL; bN + aN − ξ, bN + aN − η)

}
(6.3.61)

whereG(as)
R;k was defined in (6.3.5). It only involves the operatorsW(as)

bk;k andW(as)
R;k , whose expression is given in Lemma 5.1.11.

Let us fix ϵ > 0. Straightforward manipulations show that, for (ξ, η) ∈ [aN + ϵ ; bN]2, we have:∣∣∣τL(ξ, η)
∣∣∣ ≤ CN3αe−C′ min(xL,yL) · nk+1[V] · ||He||W∞k (R) ≤ C̃ · N3α · e−ϵC′Nα · nk+1[V] · ||He||W∞k (R) (6.3.62)

which is thus exponentially small in N. Similar steps show that, for

(ξ, η) ∈
{
[aN + ϵ ; bN] × [aN ; aN + ϵ]

}
∪

{
[aN ; aN + ϵ] × [aN + ϵ ; bN]

}
∪

{
[aN ; aN + ϵ] × [aN ; aN + ϵ]

}
, (6.3.63)

we have:∣∣∣τL(ξ, η)
∣∣∣ ≤ C N3α

nk+1[V] ||H||W∞k (R) . (6.3.64)

Here, the exponential decay in N will come after integration of τL as it appears in (6.3.17). Indeed, given Im λ > 0 and
Im µ < 0 we have:

∣∣∣∣∣
bN∫

aN

eiλxR e−iµyRτL(ξ, η) dξdη
∣∣∣∣∣ ≤ C N3αe−ϵC

′Nα

nk+1[V] ||H||W∞k (R)

bN∫
aN+ϵ

e−|Im λ|Nα(bN−ξ)−|Im µ|Nα(bN−η) dη dξ

+CN3α
nk+1[V] ||H||W∞k (R)

{ bN∫
aN+ϵ

dξ

aN+ϵ∫
aN

dη +

aN+ϵ∫
aN

dξ

bN∫
aN+ϵ

dη +

aN+ϵ∫
aN

aN+ϵ∫
aN

dξdη
}

e−|Im λ|Nα(bN−ξ)−|Im µ|Nα(bN−η)

≤ nk+1[V] ||H||W∞k (R) ·
C̃ N3αe−C̃′Nα

|λ · µ| . (6.3.65)

Note that, above, we have used that for λ ∈ C (+)
reg and µ ∈ C (−)

reg , we can bound:

|Im λ|−1 ≤ c1|λ|−1 , |Im µ|−1 ≤ c1|µ|−1 (6.3.66)

for some constant c1 > 1. Hence, all in all, we have:

∣∣∣∣Id;R

[(G(as)
R;k [H,V]

)∧]∣∣∣∣ ≤ C′′N3αe−C̃′Nα ·
∫

C (+)
reg

|dλ|
∫

C (−)
reg

|dµ| ·
nk+1[V] ||H||W∞k (R)

|µ − λ| · |λR↓(λ)R↑(µ)µ|

≤ C′′′ N−3α e−C̃′Nα · nk+1[V] ||H||W∞k (R) . (6.3.67)

Then, putting together all of the results for each ∆[k]Id;p for p ∈ [[ 1 ; 4 ]] entails the global bound (6.3.37).

6.3.3 Leading asymptotics of the double integral

We need to introduce two new quantities before writing down the asymptotic expansion of the double integral Id.

Definition 6.3.9 We define the function:

c(x) =
b1(x) − b0(x)a1(x)

u1
(6.3.68)
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and the constant:

ℵ0 = −
∫
R

du J(u)
4πβ

+∞∫
|u|

dv ∂u

{
S (u) ·

(
c
[v − u

2
] − c[v + u

2
])}

+
1

2πβ

∫
C (+)

reg

dλ
2iπ

∫
C (−)

reg

dµ
2iπ

1
(λ − µ)R↓(λ)R↑(µ)

+∞∫
0

eiλx−iµy∂x

{
S (x − y)

[
c(x) − c(y)

] − x + y
}
dx dy (6.3.69)

Proposition 6.3.10 We have the large-N behaviour:

Id[H,V] = 0ג2− · Nα ·
{ H′(bN)

V ′′(bN)
− H′(aN)

V ′′(aN)

}
+ ℵ0 ·

{( H′

V ′′
)′

(bN) +
( H′

V ′′
)′

(aN)
}
+ ∆Id[H,V] (6.3.70)

and the remainder is bounded as:

∆Id[H,V] ≤ C
Nα
· n10[Ve] · ||He||W∞11(R) . (6.3.71)

Proof — We first need to introduce two universal sequences of polynomials Pℓ
({xp}ℓ1

)
and Qℓ

({yp}ℓ1; {ap}ℓ1
)
. Given formal

power series

f (z) = 1 +
∑
ℓ≥1

fℓ zℓ and g(z) = 1 +
∑
ℓ≥1

gℓ zℓ (6.3.72)

they are defined to be the coefficients arising in the formal power series

1
f (z)

= 1 +
∑
ℓ≥1

Pℓ
({ fp}ℓ1

)
zℓ and

g(z)
f (z)

= 1 +
∑
ℓ≥1

Qℓ
({gp}ℓ1; { fp}ℓ1

)
zℓ . (6.3.73)

Note that

Qℓ
({gp}ℓ1; { fp}ℓ1

)
=

∑
r+s=ℓ
r,s≥0

gr · Ps
({ fp}s1

)
, (6.3.74)

where we agree upon the convention P0 = 1 and g0 = 1. This notation is convenient to write down the large-N expansion of
Gbk;k – defined in (6.3.4) – ensuing from the large N-expansion ofWbk;k provided by Lemma 5.1.11. We find, uniformly in
(ξ, η) ∈ [aN ; bN]2:

Gbk;k[H,V](ξ, η) =
k−1∑
ℓ=0

Gbk;ℓ[H,V](ξ, η)
Nαℓ

+ O
(
N−kα) (6.3.75)

where

Gbk;ℓ[H,V](ξ, η) = gbk;ℓ[H,V](ξ) − gbk;ℓ[H,V](η) (6.3.76)

with

gbk;ℓ[H,V](ξ) =
H′(ξ)
V ′′(ξ)

· Qℓ

({ H(ℓ+1)(ξ)
H′(ξ)

uℓ+1

u1

}
ℓ
;
{ V (ℓ+2)(ξ)

V ′′(ξ)
uℓ+1

u1

}
ℓ

)
. (6.3.77)

Also, in the case of a localisation of the variables around bN , we have:

Gbk;k[H,V](bN − N−αx, bN − N−ay) =
H′(bN)
V ′′(bN)

k∑
ℓ=1

N−ℓα · Qℓ

({H(p+1)(bN)
H′(bN)

up(x)
u1

}
;
{V (p+2)(bN)

V ′′(bN)
up(x)

u1

})
− (x ↔ y) + O

(
xk + yk + 1

N(k+1)α

)
. (6.3.78)
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Finally, we also have the expansion,

G(as)
R;k [H,V](x, y; bN − N−αx, bN − N−αy) =

k∑
ℓ=1

GR;ℓ[H,V](x, y)
Nαℓ

+ O
(

e−c min(x,y)

N(k+1)α

)
(6.3.79)

where GR;ℓ[H,V](x, y) = gR;ℓ[H,V](x) − gR;ℓ[H,V](y) and

gR;ℓ[H,V](x) =
1

u1V ′′(bN)

∑
m+s=ℓ
m,s≥0

Pm

({V (q+2)(bN)
V ′′(bN)

uq(x)
u1

}
q

)
· H(s+1)(bN)

H′(bN)
· bs(x)

− H′(bN)

u1
[
V ′′(bN)

]2

∑
m+s+p=ℓ
m,s,p≥0

Pm

({V (q+2)(bN)
V ′′(bN)

uq(x)
u1

}
q

)

× Qp

({H(q+1)(bN)
H′(bN)

aq(x)
}

q
;
{V (q+2)(bN)

V ′′(bN)
aq(x)

}
q

)
· V (s+2)(bN)

V ′′(bN)
· bs(x) . (6.3.80)

We can now come back to the double integral Id. It has been decomposed in Lemma 6.3.3. If we want a remainder
∆[k]Id decaying with N, we should take k = 6 in Lemma 6.3.8. Then, up to O(N−α), we are thus left with operators Id;bk
and Id;R, and Lemmas 6.3.5 and 6.3.7 describe for us their asymptotic expansion knowing the asymptotic expansion of the
functions to which they are applied. Here, they are applied to the various functions involving Gbk;k and G(as)

R;k whose expansion
has been described in (6.3.78) and (6.3.79). As these expression shows, in order to get Id up to O(N−α), one just need the
expressions of gbk;0[H,V](ξ) from (6.3.77) and gR;1[H,V](x) from (6.3.80). These only involve the universal polynomials P1
and Q1, whose expression follows from their definitions in (6.3.73):

P1
({ f1}) = − f1 Q1

({g1}; { f1}
)
= g1 − f1 . (6.3.81)

Therefore, we get

gbk;1[H,V](ξ) =
H′(ξ)
V ′′(ξ)

and gR;1[H,V](x) =
b1(x) − a1(x)b0(x)

u1
·
(

H′

V ′′

)′
(bN) . (6.3.82)

and we recognize in the prefactor of the second equation the function c(x) of Definition 6.3.9. Finally, we remind that we
take the remainder at order k = 6. The claim then follows upon recognising the constant ℵ0 from Definition 6.3.4 in the
computation of the leading term by Lemma 6.3.7.



Appendix A

Several theorems and properties of use to the
analysis

Theorem A.0.11 (Hunt, Muckenhoupt, Wheeden [88]) The Hilbert transform, defined as an operator

H : L2(R,w(x)dx) → L2(R,w(x)dx)

is bounded if and only if there exists a constant C > 0 such that, for any interval I ⊆ R:{ 1
|I|

∫
I

w(x)dx
}
·
{ 1
|I|

∫
I

dx
w(x)

}
< C (A.0.1)

In particular, the operators "upper/lower boundary values" C± : F [
Hs(R)

] → F [
Hs(R)

]
are bounded if and only if

|s| < 1/2.

A less refined version of this theorem takes the form :

Proposition A.0.12 For any γ > 0, the shifted Cauchy operators Cγ : f 7→ Cγ[ f ] with Cγ[ f ](λ) = C[ f ](λ + iγ) are
continuous on F [

Hs(R)
]

with |s| < 1/2.

Theorem A.0.13 (Calderon [36]) Let Σ be a non-self intersecting Lipschitz curve in C and CΣ the Cauchy transform on
L2(Σ, ds):

∀ f ∈ L2(Σ, ds) CΣ[ f ](z) =
∫
Σ

f (s)
s − z

· ds
2iπ
∈ O(C \ Σ) . (A.0.2)

For any f ∈ L2(Σ, ds), CΣ[ f ] admits L2(Σ, ds) ± boundary values CΣ;±[ f ]. The operators CΣ;±[ f ] are continuous operators
on L2(Σ, ds) which, furthermore, satisfy CΣ;+ − CΣ;− = id.

Theorem A.0.14 (Paley, Wiener [128]) Let u ∈ L2(R±). Then F [u] is the L2(R) boundary value on R of a function û that is
holomorphic on H±, and there exists a constant C > 0 such that:

∀µ > 0,
∫
R

∣∣∣̂u(λ ± iµ)
∣∣∣2 · dλ < C (A.0.3)

Reciprocally, every holomorphic function on û on H± that satisfies the bounds (A.0.3) and admits L2(R) ± boundary values
û± on R, is the Fourier transform of a function u ∈ L2(R±), viz. û(z) = F [u](z), z ∈ H±.
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Appendix B

Proof of Theorem 2.1.1

We denote by pN the rescaled probability density on RN associated with zN , namely

pN(λ) =
NαqN

zN

N∏
a<b

{
sinh

[
πω1Nαq (λa − λb)

]
sinh

[
πω2Nαq (λa − λb)

]}β · N∏
a=1

e−W(Nαqλa) with αq =
1

q − 1
.

To obtain the above probability density, we have rescaled in the variables in (1.5.27) as ya = Nαqλa with the value of αq

guided by the heuristic arguments that followed the statement of Theorem 2.1.1. We shall denote by PN the probability
measure on M1(R) induced by pN , viz. the measurable sets in M1(R) are generated by the Borel σ-algebra for the weak
topology, and for any open subset inM1(R), we have:

PN
[
O
]
=

∫
{L(λ)

N ∈O}

pN(λ) dNλ . (B.0.1)

The strategy of the proof consists in proving that PN is exponentially tight and then establishing a weak large deviation
principle, namely upper and lower bounding PN on balls of shrinking radius this for balls relatively to the bounded Lipschitz
topology, see e.g. [5].

Exponential tightness
Lemma B.0.15 The sequence of measures PN is exponentially tight, i.e.:

lim sup
L→+∞

lim sup
N→∞

N−(2+αq) lnPN
[
Kc

L
]
= −∞ . (B.0.2)

where KL =
{
µ ∈ M1(R) :

∫
R

|x|q dµ(x) ≤ L
}
.

Proof — By the monotone convergence theorem,

∫
R

|x|q dµ(x) = sup
M∈N

∫
R

min(|x|q ,M) dµ(x). (B.0.3)

The left-hand side is lower semi-continuous as a supremum of a continuous family of functionals onM1 (R). Thus, KL is
closed as a level set of a lower semi-continuous function. For any µ ∈ KL, we have by Chebyshev inequality:

µ
[
[−M ; M]c] ≤ 1

Mq

∫
[−M ;M]c

|x|q dµ(x) ≤ L
Mq . (B.0.4)
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As a consequence,

KL ⊆
∩
M∈N

{
µ ∈ M1(R) : µ

[
[−M ; M]c] ≤ L

Mq

}
. (B.0.5)

The right-hand side is uniformly tight, by construction and is closed as an intersection of level sets of lower semi-continuous
functions onM1(R). Thence by Prokhorov theorem, it is compact. As KL is closed, it must be as well compact.

We now estimate PN
[
Kc

L
]
. We start by a rough estimate for the partition function. It follows by Jensen inequality applied

to the probability measure of RN

N∏
a=1

e−W(λa)dλa∫
R

e−W(λ)dλ
, (B.0.6)

that

ln
[
zN[W]

] ≥ N ln
[ ∫

e−W(λ)dλ
]
+

∫
RN

∑
a<b

β ln
{
sinh

[
πω1(λa − λb)

]
sinh

[
πω2(λa − λb)

]} N∏
a=1

e−W(λa)dλa∫
e−W(λ)dλ

≥ N ln
[ ∫

e−W(λ)dλ
]
+
βN(N − 1)

2

∫
R2

ln
{
sinh

[
πω1(λ1 − λ2)

]
sinh

[
πω2(λ1 − λ2)

]} · e−W(λ1)−W(λ2)dλ1dλ2( ∫
e−W(λ)dλ

)2 (B.0.7)

As a consequence, zN ≥ e−N2κ for some κ ∈ R. It now remains to estimate the integral arising from the integration over Kc
L.

Using that |sinh (λ)| ≤ e|λ| we get:

N∏
a<b

{
sinh

[
πω1Nαq (λa − λb)

]
sinh

[
πω2Nαq (λa − λb)

]}β ≤ N∏
a<b

exp
{
πβ(ω1 + ω2)Nαq |λa − λb|

}
≤

N∏
a<b

exp
{
πβ(ω1 + ω2)Nαq

(|λa| + |λb|
)} ≤ N∏

a=1

exp
{
πβ(ω1 + ω2)Nαq+1|λa|

}
. (B.0.8)

Hence,

PN
[
Kc

L
] ≤ eκN2

NαqN
∫

{
L(λ)

N ∈Kc
L

}
N∏

a=1

exp
{
πβ(ω1 + ω2)Nαq+1 |λa| −W(Nαqλa)

}
· dNλ (B.0.9)

Since |ξ|1−q −→
|ξ|→+∞

0 there exists a constant C ∈ R such that

∀ξ ∈ R, πβ(ω1 + ω2)|ξ| ≤
cq |ξ|q

2
+C . (B.0.10)

Likewise it follows from (2.1.2) that given any ϵ > 0 there exists τϵ ∈ R+ such that

∀ξ ∈ R, −cq(1 + ϵ) |ξ|q − τϵ ≤ −W(ξ) ≤ −cq(1 − ϵ) |ξ|q + τϵ . (B.0.11)
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In the following, ϵ will be taken small. Taking into account that qαq = αq + 1, (B.0.10) and the upper bound of (B.0.11) lead
to:

PN
[
Kc

L
] ≤ eκN2

NαqN
∫

{
L(λ)

N ∈Kc
L

}
N∏

a=1

exp
{

Nαq+1C +
cq

2
Nαq+1 |λa|q + τϵ − cq(1 − ϵ)Nqαq |λa|q

}
· dNλ

≤ NαqNeκN2+CN2+αq+τϵN
∫

{
L(λ)

N ∈Kc
L

}
( N∏

a=1

e−ϵcqNαq+1 |λa |q
)

exp
{
−

cq(1 − 4ϵ)
2

N2+αq

∫
R

|x|q dL(λ)
N (x)

}
· dNλ

≤ NαqNeC′N2+αq+τϵN−[cq(1−4ϵ)/2]LN2+αq

( ∫
R

e−ϵcq |λa |q dλ
)N

(B.0.12)

for some constant C′ > C and N large enough. As a consequence,

lim sup
N→+∞

N−(2+αq) lnPN
[
Kc

L
] ≤ C − Lcq(1 − 4ϵ)/2 ,

and this upper bound goes to −∞ when L→ +∞.

Lower bound
In the following we focus on the renormalised measure onM1(R) defined as PN = zN[W] · PN . We will now derive a lower
bound for the PN volume of small Vasershtein balls, in terms of the energy functional E(ply) of (2.1.1), namely:

E(ply)[µ] =
∫

E(ξ, η) dµ(ξ)dµ(η), E(ξ, η) =
cq

2
( |ξ|q + |η|q ) − βπ(ω1 + ω2)

2
|ξ − η| (B.0.13)

Lemma B.0.16 Let Bδ(µ) be the ball inM1(R) centred at µ and of radius δ with respect to DV . Then, for any µ ∈ M1(R), it
holds

lim inf
δ→0

lim inf
N→∞

N−(2+αq) lnPN
[
Bδ(µ)

] ≥ −E(ply)[µ] (B.0.14)

Proof — Let µ ∈ M1(R) and δ > 0. If
∫
|x|q dµ(x) = +∞, then E(ply)[µ] = +∞ and there is nothing to prove. Thus we may

assume from the very beginning that
∫
|x|q dµ(x) < +∞. If M > 0 is large enough, we have µ([−M ; M]) , 0, and we can

introduce:

µM =
1[−M ;M] · µ
µ
(
[−M ; M]

) (B.0.15)

which is now a compactly supported measure. We will obtain the lower bound for PN
[
Bδ(µ)

]
by restricting to configurations

close enough to the classical positions of µM , and only at the end, see how the estimate behaves when M → ∞. For any given
integer N, we define:

∀a ∈ ⟦1,N⟧, xN,M
a = inf

{
x ∈ R :

x∫
−∞

dµM ≥
a

N + 1

}
. (B.0.16)

When N → ∞, L(xN,M )
N approximates µM for the Vasershtein distance, so there exists Nδ such that, for any N ≥ Nδ, we have

the inclusion:

Ωδ :=
{
λ ∈ RN : ∀a ∈ ⟦1,N⟧,

∣∣∣λa − xN,M
a

∣∣∣ < δ/2} ⊆ {
λ ∈ RN : DV

(
µM , L

(λ)
N

)
< δ

}
. (B.0.17)
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Subsequently:

PN
[
Bδ(µM)

] ≥ NNαq

∫
Ωδ

N∏
a<b

{
sinh

[
πω1Nαq (λa − λb)

]
sinh

[
πω2Nαq |λa − λb|

]}β N∏
a=1

e−W(Nαqλa) · dNλ . (B.0.18)

It follows from the lower bound

|sinh (x)| ≥ e|x|

2
|x|

1 + |x| (B.0.19)

from the lower bound for W in (B.0.11), and qαq = αq + 1, that:

PN
[
Bδ(µ)

] ≥ eN(αq ln N+τϵ )

2βN(N−1)

∫
Ωδ

exp
{
πβ(ω1+ω2)Nαq

N∑
a<b

|λa − λb|−Nαq+1cq(1+ϵ)
N∑

a=1

|λa|q
} N∏

a<b

{
gN(λa−λb)

}β
·dNλ . (B.0.20)

where we have set

gN(λ) =
πω1Nαq |λ|

1 + πω1Nαq |λ| ·
πω2Nαq |λ|

1 + πω2Nαq |λ| (B.0.21)

Now, we would like to replace λa by xN,M
a . Since the configurations λ ∈ Ωδ satisfy |xN,M

a − λa| < δ/2, we have:∑
a<b

|λa − λb| ≥ −N(N − 1)
δ

2
+

∑
a<b

(xN,M
b − xN,M

a ) (B.0.22)

Since q > 1, we also deduce from the mean value theorem:

|λa|q ≤
∣∣∣xN,M

a

∣∣∣q + qδ
2

(|xN,M
a | + δ/2)q−1 (B.0.23)

and thus

−(1 + ϵ)|λa|q = −(1 + ϵ)
∣∣∣xN,M

a

∣∣∣q + δ

cq
hϵ,δ(xN,M

a ) hϵ,δ(x) =
qcq

2
(1 + ϵ) · ( |x| + δ/2)q−1 (B.0.24)

These inequalities yield the lower bound:

PN
[
Bδ(µ)

] ≥ exp
{

C N2 − N2+αq

(
δ
{
C′ +

∫
hϵ,δ(ξ)dL(xN,M )

N (ξ)
}
+ E(ply)[L

(xN,M)
N ] + ϵcq

∫
|ξ|q dL(xN,M )

N (ξ)
)}
·GN,δ (B.0.25)

for some irrelevant, N and δ independent, constants C,C′ > 0. Furthermore, the factor GN,δ reads

GN,δ =

∫
Ωord
δ

N∏
a>b

{
gN(λb − λa)

}β · dNλ (B.0.26)

in which Ωord
δ = Ωδ ∩ {λ ∈ RN : λ1 < · · · < λN}.

To find a lower bound for GN,δ, we can restrict further to configurations such that ua = λa−xN,M
a increases with a ∈ ⟦1,N⟧,

and satisfies |u1| < δ/(2N) and |ua+1 − ua| ≤ δ/2N for any a ∈ ⟦1,N − 1⟧. Using that ξ 7→ gN(ξ) is increasing on R+, we have:

GN,δ ≥
∫

[−δ/2,δ/2]N

N−1∏
a=1

{
gN(ua+1 − ua)

}β(N−a) · dNu ≥
∫

[0,δ/2N]N

N∏
a=2

{
gN(va)

}β(N−a+1) · dNv (B.0.27)

Now, using an arithmetic-geometric upper bound for the denominator in gN(v), we can write:

∀v ∈ [0, δ/2N], gN(v) ≥
Nαq+1π

√
ω1ω2

2δ
· |v|2 ≥ C̃Nαq+1 · |v|2 (B.0.28)
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for some irrelevant C′ > 0 independent of δ provided that δ < 1. So, we arrive to:

GN,δ ≥
δ

2N
· (C̃ Nαq−1)βN(N−1)/2 ·

N−1∏
a=2

(δ/2N)2β(N−a+1)

2β(N − a + 1) + 1
≥ eC̃′ N2 ln N (B.0.29)

for some C̃′ > 0 independent of δ. Hence, ultimately

PN
[
Bδ(µ)

] ≥ eC̃′′N2 ln N exp
{
− N2+αq

[
δ
(
C′ +

∫
hϵ,δ(ξ) dL(xN,M )

N (ξ)
)
+ E(ply)

[
L(xN,M)

N
]
+ ϵcq

∫
|ξ|q dL(xN,M )

N (ξ)
]}

(B.0.30)

To establish the desired result (B.0.14), we only need to focus on the last exponential. If ϕ is a C1 function of p real variables,
we denote:

ϕ[M](ξ) = min
[
ϕ(ξ) ; ||ϕ||L∞([−M ;M]p)

]
(B.0.31)

which has the advantage of being bounded and Lipschitz. Since µM is supported on [−M ; M], so must be the classical
positions xN,M

a , and we can apply the truncation to all the functions against which L(xN,M)
N is integrated. In particular, we make

appear the truncated functional:

E[M]
(ply)[µ] =

∫
E[M](ξ, η) dµ(ξ)dµ(η) . (B.0.32)

The advantage is that now, all functions to be integrated are Lipschitz bounded. Since, DV
(
µM , L

(xN,M)
N

) → 0 when N → ∞,
we get:

lim inf
N→∞

lnPN
[
Bδ(µ)

]
N2+αq

≥ −δ
(
C +

∫
hϵ,δ(ξ) dµM(ξ)

)
− E[M]

(ply)[µM] − ϵcq

∫ {
max(|ξ|,M)

}q dµM(ξ) . (B.0.33)

The right-hand is an affine function of ϵ, and at this stage, we can send ϵ to 0:

lim inf
N→∞

N−(2+αq) lnPN
[
Bδ(µM)

] ≥ −δ (
C +

∫
h0,δ(ξ) dµM(ξ)

)
− E(ply)[µM] . (B.0.34)

Now, for any fixed δ, there exists Mδ such that, for any M ≥ Mδ, DV (µ, µM) ≤ δ, and consequently:

lim inf
N→∞

N−(2+αq) lnPN
[
B2δ(µ)

] ≥ −δ (
C +

∫
h0,δ(ξ) dµM(ξ)

)
− E(ply)[µM] . (B.0.35)

We could replace E[M]
(ply) by E(ply) here because µM is supported on [−M ; M]. Now, we can consider sending M → ∞. Since

we have the bound:

∀ξ, η ∈ R, E(ξ, η) ≤ C′
(
1 + |ξ|q + |η|q )

, h0,δ ≤ C′
(
1 + |ξ|q )

(B.0.36)

and we assumed that
∫
|ξ|q dµ(ξ) < +∞, we get by dominated convergence:

lim inf
N→∞

N−(2+αq) lnPN
[
B2δ(µ)

] ≥ −δ (
C +

∫
h0,δ(ξ) dµ(ξ)

)
− E(ply)[µ] . (B.0.37)

Last but not least, sending δ→ 0, the first term disappears and we find:

lim inf
δ→0

lim inf
N→∞

N−(2+αq) lnPN
[
B2δ(µ)

] ≥ −E(ply)[µ] . (B.0.38)
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Upper bound
In this paragraph, we complete our estimate by an upper bound on the probability of small Vasershtein balls:

Lemma B.0.17

lim sup
δ→0

lim sup
N→∞

N−(2+αq) lnPN
[
Bδ(µ)

] ≤ −E(ply)[µ] (B.0.39)

Proof — Let µ ∈ M1(R). In order to establish an upper bound, we use that |sinh (x)| ≤ e|x| and the upper bound in (B.0.11)
for the potential W. This makes appear again the function E(ply) of (B.0.13):

PN
[
Bδ(µ)

] ≤ eN(αq ln N+τϵ )
∫

L(λ)
N ∈Bδ(µ)

exp
{
− N2+αq

(
− 2cqϵ

∫
|ξ|q dL(λ)

N + E(ply)[L
(λ)
N ]

)} N∏
a=1

e−Nαq+1 cqϵ |λa |q · dNλ (B.0.40)

where we have put aside one exponential decaying with rate ϵ to ensure later convergence of the integral. If M > 0, let us
define the truncated functional:

E{M,ϵ}(ply) [µ] =
∫

E{M,ϵ}(ξ, η) dµ(ξ)dµ(η), E{M,ϵ} = min
[
M ; E(ξ, η) − cqϵ

( |ξ|q + |η|q )]
. (B.0.41)

Since E{M,ϵ} is a Lipschitz function bounded by M, with Lipschitz constant bounded by O(M1−1/q), we deduce the following
bounds when the event L(λ)

N ∈ Bδ(µ) is realised:∣∣∣E{M,ϵ}(ply) [L(λ)
N ] − E{M,ϵ}(ply) [µ]

∣∣∣ ≤ C δM , (B.0.42)

for some constant C > 0 independent of N, δ and ϵ. Therefore:

PN
[
Bδ(µ)

] ≤ exp
{

C′N ln N + Nαq+2
(
CM · δ − E{M,ϵ}(ply) [µ]

)}
·
( ∫
R

e−cqϵ |λ|q dλ
)N

(B.0.43)

It follows that:

lim sup
N→∞

N−(2+αq) ln P̃N
[
Bδ(µ)

] ≤ CM · δ − E{M,ϵ}(ply) [µ] (B.0.44)

We observe that −E{M,ϵ} is an increasing function of ϵ. We can now let ϵ → 0 by applying the monotone convergence
theorem:

lim sup
N→∞

N−(2+αq) ln P̃N
[
Bδ(µ)

] ≤ C M · δ − E{M,0}(ply) [µ] . (B.0.45)

Then, sending δ→ 0 erases the first term, and finally letting M → ∞ using again monotone convergence:

lim sup
δ→0

lim sup
N→∞

N−(2+αq) ln P̃N
[
Bδ(µ)

] ≤ −E(ply)[µ] , (B.0.46)

Notice that monotone convergence proves this last inequality even in the case where E(ply)[µ] = +∞.

B.0.4 Partition function and equilibrium measure
By applying the reasoning described in [58], to the lower bounds (Lemma B.0.16) and upper bounds (Lemma B.0.17), along
with the property of exponential tightness (Lemma B.0.15), we deduce that E(ply) is a good rate function for large deviations,
i.e.

for any open set Ω ⊆ M1(R), lim inf
N→+∞

N−(2+αq) lnPN[Ω] ≥ − inf
µ∈Ω
E(ply)[µ] ,

for any closed set F ⊆ M1(R) lim sup
N→+∞

N−(2+αq) lnPN[F] ≤ − inf
µ∈F
E(ply)[µ] . (B.0.47)
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These two estimates, taken for Ω = F =M1(R), lead to

lim
N→∞

N−(2+αq) ln zN = − inf
µ∈M1(R)

E(ply)[µ] . (B.0.48)

The proof of the statements relative to the existence, uniqueness and characterisation of the minimiser of E(ply) is identical
to those for the usual logarithmic energy [133] – and even simpler since there is no log singularity here. The minimiser is
denoted µ(ply)

eq and it is characterised by the existence of a constant C(ply)
eq such that:

cq |ξ|q − πβ(ω1 + ω2)
∫
|ξ − η| dµ(ply)

eq (η) = C(ply)
eq for ξ , µ

(ply)
eq everywhere (B.0.49)

cq |ξ|q − πβ(ω1 + ω2)
∫
|ξ − η| dµ(ply)

eq (η) ≥ C(ply)
eq for any ξ ∈ R (B.0.50)

The construction of the solution of this regular integral equation is left as an exercise to the reader. We only give the final
result in the announcement of Theorem 2.4.1. Actually, the fact that (2.1.4) is a solution can be checked directly by integration
by parts, and we can conclude by uniqueness.
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Appendix C

Properties of the N-dependent equilibrium
measure

We give here elements for the proof of Theorem 2.4.2, which establishes the main properties of the minimiser of:

EN[µ] =
1
2

∫ V(ξ) + V(η) − β

Nα
ln

{ 2∏
p=1

sinh
[
πNαωp(ξ − η)

]} dµ(ξ)dµ(η) . (C.0.1)

among probability measure µ on R, with N considered as a fixed parameter. As for any probability measures µ, ν and
α ∈ [0, 1],

EN[αµ + (1 − α)ν] − αEN[µ] − (1 − α)EN[ν] = −α(1 − α)D2[µ − ν, µ − ν] ,
EN is strictly convex, and the standard arguments of potential theory [109, 133] show that it admits a unique minimiser,
denoted µ(N)

eq . More precisely, one can prove that µ(N)
eq has a continuous density ρ(N)

eq (as soon as V is C2) and is supported on
a compact of R (since the potential here is confining for any given value of N) a priori depending on N, see e.g. [30, Lemma
2.4]. What we really need to justify in our case is that:

(0) the support of µ(N)
eq is contained in a compact independent of N ;

(i) µ(N)
eq is supported on a segment ;

(ii) ρ(N)
eq does not vanish on the interior of this segment and vanishes like a square root at the edges.

As a preliminary, we recall that the characterisation of the equilibrium measure is obtained by writing that EN[µ(N)
eq +ϵν] ≥

EN[µ(N)
eq ] for all ϵ > 0, all measures ν with zero mass and such that µ(N)

eq + ϵν is non-negative. The resulting condition can be
formulated in terms of the effective potential introduced in (3.1.16):

VN;eff(ξ) = UN;eff(ξ) − inf
R

UN;eff , UN(ξ) = V(ξ) −
?

sN(ξ − η) dµ(N)
eq (η) (C.0.2)

with the two-point interaction kernel:

sN(ξ) =
β

2Nα
ln

[
sinh

(
πω1Nαξ

)
sinh

(
πω2Nαξ

)]
. (C.0.3)

The equilibrium measure is characterised by the condition:

VN;eff(ξ) ≥ 0 , with equality µ(N)
eq almost everywhere (C.0.4)
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Proof — of (0). Let mN > 0 such that the support of µ(N)
eq is contained in [−mN ,mN]. For |ξ| > 2mN , we have an easy lower

bound:∣∣∣∣ ∫ sN(ξ − η) dµ(N)
eq (η)

∣∣∣∣ ≥ β

2Nα
ln

[
sinh

(
πω1NαmN

)
sinh

(
πω2NαmN

)] ≥ βπ(ω1 + ω2)
2

mN + O(1) (C.0.5)

where the remainder is bounded uniformly when N → ∞ and mN → ∞. By the growth assumption on the potential, there
exists constant C,C′ > ϵ > 0 such that

V(ξ) ≥ C|ξ|1+ϵ +C′ (C.0.6)

Therefore, we can choose m := 2mN large enough and independent of N such that VN;eff(ξ) > 0 for any |ξ| > m. This
guarantees that the support of µ(N)

eq is included in the compact [−m ; m] for any N.

Proof — of (i).
We observe that −sN is strictly convex:

s′′N(ξ) = − βNa

2

2∑
p=1

(πωp)2(
sinh πωpξ

)2 < 0 . (C.0.7)

Since V is assumed strictly convex and µ(N)
eq is a positive measure, it implies that VN;eff is strictly convex. Therefore, the locus

where it reaches its minimum must be a segment. So, there exists aN < bN such that [aN ; bN] is the support of µ(N)
eq . This

strict convexity also ensures that

V ′N;eff(ξ) > 0 for any ξ > bN , V ′N;eff(ξ) < 0 for any ξ < aN . (C.0.8)

Proof — of (ii).
This piece of information is enough so as to build the representation:

ρ(N)
eq (ξ) =WN[V ′] · 1[aN ;bN ](ξ) (C.0.9)

for the equilibrium measure. Indeed, we constructedWN[H] in Section 4.3.4 so that it provides the unique solution to:

∀ξ ∈]aN ; bN[,

bN?
aN

sN[Na(ξ − η)] dµ(N)
eq (η) = V ′(ξ) (C.0.10)

which extends continuously on [aN ; bN], and this was only possible when XN[V ′] = 0 in terms of the linear form introduced
in Definition 3.3.5. Since the equilibrium measure exists, this imposes the constraint:

XN[V ′] = 0 . (C.0.11)

Besides, since the total mass of (C.0.9) must be 1, we must also have:

bN∫
aN

WN[V ′] = 1 . (C.0.12)

At this stage, we can use Corollary 6.2.2, which shows that (C.0.11)-(C.0.12) determine uniquely the large-N asymptotic
expansion of aN and bN , in particular there exists a < b such that (aN , bN) → (a, b) with rate of convergence N−α. Besides,
the leading behaviour at N → ∞ ofWN is described by Proposition 5.1.4 and 5.1.6. It follows from the reasonings outlined
in the proof of Proposition 5.2.2 that

ρ(N)
eq (ξ) = WN[V ′](ξ) =



V ′′(ξ)
2πβ(ω1+ω2) + O(N−α) ξ ∈

[
aN +

(ln N)2

Nα
; bN −

(ln N)2

Nα

]
V ′′(bN) a0

(
Nα(bN − ξ)

)
+ O

( (ln N)3

Nα

√
Nα(bN − ξ)

)
ξ ∈ [bN − (ln N)2 · N−α ; bN]

V ′′(aN) a0
(
Nα(ξ − aN)

)
+ O

( (ln N)3

Nα

√
Nα(ξ − aN)

)
ξ ∈ [aN ; aN + (ln N)2 · N−α]
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(C.0.13)

Therefore, for N large enough, ρ(N)
eq (ξ) > 0 on [aN ; bN]. The vanishing like a square root at the edges then follows from

he properties of the a’s established in Lemma 5.1.10. In fact, one even has

lim
ξ→b−N

ρ(N)
eq (ξ)√
bN − ξ

= Nα/2
(
V ′′(bN) · lim

x→0
x−1/2
a0(x) + O(N−α)

}
=

Nα/2V ′′(b)
πβ
√
π(ω1 + ω2)

+ O(N−α/2) . (C.0.14)
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Appendix D

The Gaussian potential

In this appendix we focus on the case of a Gaussian potential and establish two results. On the one hand, we establish in
Lemma D.0.18 that, for N large enough, there exists a unique sequence of Gaussian potential VG;N = gNλ

2 + tNλ such that
their associated equilibrium measure has support σ(N)

eq = [aN ; bN]. On the other hand we show, in Proposition D.0.19, that
the partition function associated with any Gaussian potential can be explicitly evaluated, and thus is amenable to a direct
asymptotic analysis when N → ∞. Note that when ω1/ω2 is rational, such Gaussian partition functions have been evaluated
in [62] by using biorthogonal analogues of the Stieltjes-Wigert orthogonal polynomials.

Lemma D.0.18 There exists a unique sequence of Gaussian potentials

VG;N = gNλ
2 + tNλ (D.0.1)

such that their associated equilibrium measure has support σ(N)
eq = [aN ; bN]. The coefficients gN , tN take the form

gN = πβ(ω1 + ω2)
{

bN − aN + N−α
2∑

p=1

1
πωp

ln
( ω1ω2

ωp(ω1 + ω2)

)}−1

+ O
(
N−∞) (D.0.2)

and

tN = −(aN + bN)gN + O
(
N−∞

)
. (D.0.3)

Proof — Let VG(λ) = gλ2 + tλ be any Gaussian potential. Since it strictly convex, all previous results apply. Suppose that
VG gives rise to an equilibrium measure supported on σ(N)

eq = [aN ; bN]. This means that the potential VG has to satisfy the
system of two equations that are linear in V ′G:

bN∫
aN

WN[V ′G](ξ) dξ = 1 and
∫
R+iϵ′

dµ
2iπ

χ11(µ)

bN∫
aN

V ′G(η)eiNαµ(η−bN ) dη = 0 . (D.0.4)

It follows from the multi-linearity in (g, t) of VG and from the evaluation of single integrals carried out in Lemma 6.1.2 and
Proposition 6.1.6 that there exist two linear forms L1, L2 of (g, t) whose norm is a O(N−∞) and such that

1 =
g

πβ(ω1 + ω2)

{
(bN − aN) +

1
Nα
·

2∑
p=1

1
ωpπ

ln
( ω1ω2

ωp(ω1 + ω2)

)}
+ L1(g, t) (D.0.5)

where we have used that
+∞∫
0

b0(x) dx =
1

2πβ(ω1 + ω2)
·

2∑
p=1

1
ωpπ

ln
( ω1ω2

ωp(ω1 + ω2)

)
(D.0.6)
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a formula that can be established with the help of (5.1.71) and (5.1.91). One also obtains that

0 =
2

Nα
√
ω1 + ω2

(
g(bN + aN) + t

)
+ L2(g, t) . (D.0.7)

In virtue of the unique solvability of perturbations of linear solvable systems, the existence and uniqueness of the potential
VG;N follows.

Proposition D.0.19 The partition function ZN[VG] at β = 1 associated with the Gaussian potential VG(λ) = gλ2 + tλ can be
explicitly computed as

ZN[VG]|β=1 =
N!

2N(N−1)

(
π

gN1+α

)N/2

exp
{N2+αt2

4g
+
π2(ω1 + ω2)2

12g
Nα(N2 − 1)

} N∏
j=1

(
1 − e−

2 jNα

gN π2ω1ω2
)N− j

. (D.0.8)

Proof — We can get rid of the linear term in the potential by a translation of the integration variables. Then

ZN[VG]|β=1 = exp
{N2+αt2

4g

}
· ZN[ṼG]|β=1 where ṼG(λ) = gλ2 . (D.0.9)

Further, the products over hyperbolic sinh’s can be recast as two Van-der-Monde determinants

N∏
a<b

{
sinh

[
πω1Nα(λa − λb)

]
sinh

[
πω2Nα(λa − λb)

]}
=

N∏
a=1

{e−π(ω1+ω2)Nα(N−1)λa

2N−1

}
·

2∏
p=1

detN

[
e2πωpNαλ j(k−1)

]
. (D.0.10)

Inserting this formula into the multiple integral representation for ZN[VG]|β=1 and using the symmetry of the integrand,
one can replace one of the determinants by N! times the product of its diagonal elements. Then, the integrals separate and
one gets:

ZN[ṼG]|β=1 =
N!

2N(N−1) · detN

[ ∫
R

e−π(ω1+ω2)Nα(N−1)λe2πNα[ω1(k−1)+ω2( j−1)]λ · e−gN1+αλ2
dλ

]
. (D.0.11)

The integral defining the (k, j)th entry of the determinant is Gaussian and can thus be computed. This yields, upon factorising
the trivial terms arising in the determinant,

ZN[ṼG]|β=1 =
( π

gN1+α

) N
2 N!

2N(N−1) ·
N∏

j=1

e
π2
4g Nα−1(ω2

1+ω
2
2)(2 j−1−N)2 · DN , (D.0.12)

where

DN = detN

[
exp

{ π2

2g
Nα−1ω1ω2(2k − N − 1)(2 j − 1 − N)

}]
. (D.0.13)

The last determinant can be reduced to a Van-der-Monde. Indeed, we have:

DN = exp
{ π2

2g
ω1ω2(N − 1)2Nα

}
·

N∏
j=1

{
e−2 π2

g ω1ω2Nα−1(N−1)( j−1)
}
· detN

[
exp

{
2
π2

g
Nα−1ω1ω2(k − 1)( j − 1)

}]

= exp
{
− π2

2g
ω1ω2(N − 1)2Nα

}
·

N∏
k> j

(
e2 π2

g Nα−1ω1ω2(k−1) − e2 π2
g Nα−1ω1ω2( j−1)

)
. (D.0.14)

In order to present the last product into a convergent form, we factor out the largest exponential of each term. The product of
these contributions is computable as

N∏
k>l

(
e2 π2

g Nα−1ω1ω2(k−1)
)
=

N−1∏
k=1

e2 π2
g Nα−1ω1ω2k2

= exp
{ π2

3g
ω1ω2Nα(N − 1)(2N − 1)

}
, (D.0.15)
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where we took advantage of

N∑
p=1

p2 =
N(N + 1)(2N + 1)

6
. (D.0.16)

Putting all of the terms together leads to the claim.
The large-N asymptotic behaviour of the partition function at β = 1 and associated to a Gaussian potential can be

extracted from (D.0.8).

Proposition D.0.20 Assume 0 < α < 1. We have the asymptotic expansion:

ln ZN[VG]|β=1 = N2+α ·
[ t2

4g
+
π2(ω1 + ω2)2

12g

]
− N2 · ln 2 − N2−α · g

12ω1ω2

+ N2−2α · g2 ζ(3)(
2π2ω1ω2

)2 + (1 − α) N ln N + N · ln
( 2/e
√
ω1ω2

)
− Nα · π

2(ω1 + ω2)2

12g
+ ln N · α + 5

12
+

1
12

ln
(

128π8ω1ω2

g

)
+ ζ′(−1) + o(1) . (D.0.17)

Proof — The sole problematic terms demanding some further analysis is the last product in (D.0.8). The latter can be recast
as :

N∏
ℓ=1

(1 − e−τNℓ)N−ℓ =

[
M0

(
e−NτN ; e−τN

)
M0(1; e−τN )

]N

· M1(1; e−τN )
M1

(
e−NτN ; e−τN

) where τN =
2Nα

gN
π2ω1ω2 (D.0.18)

and Mr(a, q) corresponds to the infinite products Mr(a; q) =
∏∞

ℓ=1(1 − aqℓ)−ℓ
r
.

We will exploit the fact that asymptotics of Mr(a; e−τ) when τ → 0+ up to o(1) can be read-off from the singularities of
the Mellin transform of its logarithm

Mr(a; s) =
∫ ∞

0
ln Mr(a; e−t) ts−1dt where ln Mr(a; q) ≡ −

+∞∑
ℓ=1

ℓr ln
(
1 − aqℓ

)
. (D.0.19)

The above Mellin transform is well-defined for Re(s) > r + 1 and can be easily computed. For any |a| ≤ 1, we have:

Mr(a; s) =
∞∑
ℓ=1

∞∑
m=1

ℓr am

m

∫ ∞

0
ts−1 e−tℓm dt = Γ(s) ζ(s − r) Lis+1(a) . (D.0.20)

Above, ζ refers to the Riemann zeta function whereas Lis(z) is the polylogarithm which is defined by its series expansion in
a variable z inside the unit disk:

Lis(z) =
∑
k≥1

zk

ks (D.0.21)

Note that, when Re s > 1, the series also converges uniformly up to the boundary of the unit disk. We remind that the first
two polylogarithms can be expressed in terms of elementary functions:

Li0(z) =
z

1 − z
and Li1(z) = − ln(1 − z) . (D.0.22)

In both cases |a| < 1 or a = 1, Mr(a; s) admits a meromorphic extension from Re s > 1 to C. When |a| < 1 this is readily
seen at the level of the series expansion of the polylogarithm whereas when a = 1, this follows from Lis+1(1) = ζ(s + 1).
Furthermore, this meromorphic continuation is such that Mr(a; x + iy) = O(e−c|y|), c > 0, when y → ±∞. This estimate is
uniform for a in compact subsets of the open unit disk and for x belonging to compact subsets of R. The same type of bounds
also holds for a = 1, namelyMr(1; x + iy) = O(e−c|y|), c > 0, when y → ±∞ for x belonging to a compact subset of R. This
is a consequence of three facts:
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• Γ(x + iy) decays exponentially fast when |y| → +∞ and x is bounded, as follows from the Stirling formula ;

• |ζ(x + iy)| ≤ C|x + iy|c for some c > 0 valid provided that x is bounded [142] ;

• Lix+iy(a) is uniformly bounded for x in compact subsets of R and a in compact subsets of the open unit disk, as is
readily inferred from the series representation (D.0.21).

Thanks to the inversion formula for the Mellin transform

ln Mr(a, e−τ) =

c+i∞∫
c−i∞

τ−s
Mr(a; s)

ds
2iπ

with c > r + 1 , (D.0.23)

we can compute the τ→ 0 asymptotic expansion of ln Mr(a, e−τ) – this principle is the basis of the transfer theorems of [77].
To do so, we deform the contour of integration to the region Re s < 0. The residues at the poles ofMr(a; s) are picked up in
the process. There are two cases to distinguish since the polylogarithm factor in (D.0.20) is entire if |a| < 1, while for a = 1
one has Lis+1(1) = ζ(s + 1) what generates an additional pole at s = 0. We remind that:

Γ(s) =
s→0

1
s
− γE + O(s) , ζ(s) =

1
s − 1

+ γE + O(s) (D.0.24)

where γE is the Euler constant. For a < 1,Mr(a; s) has simple poles at s = 1 + r and s = 0:

Mr(a; s) =
Li2+r(a) r!
s − (1 + r)

+ O(1) , Mr(a; s) =
−ζ(−r) ln(1 − a)

s
+ O(1) . (D.0.25)

Notice that here r ∈ {0, 1} and the Riemann zeta function has the special values ζ(0) = −1/2 and ζ(−1) = −1/12. Therefore,

ln Mr(a; e−τ) =
r! Li2+r(a)

τ1+r − ζ(−r) ln(1 − a) + o(1) , τ→ 0+ (D.0.26)

and the remainder is uniform for a uniformly away from the boundary of the unit disk. For a = 1, Mr(a; s) has the same
simple pole at s = 1 + r with residue r! ζ(2 + r), but now a double pole at s = 0:

Mr(1; s) =
ζ(−r)

s2 +
ζ′(−r)

s
+ O(1) , Mr(1; s) =

r! ζ(2 + r)
s − (1 + r)

+ O(1) (D.0.27)

and we remind the special value ζ′(0) = − ln(2π)/2. In this case, we thus have:

Mr(1; e−τ) =
r! ζ(2 + r)

t2 − ζ(−r) ln t + ζ′(−r) + o(1), τ→ 0+ . (D.0.28)

Collecting all the terms from (D.0.26)-(D.0.28), we obtain the asymptotics of the product (D.0.18) that are uniform in a
belonging to compact subsets of the unit disk:

ln
[ N−1∏
ℓ=1

(1 − e−τN )N−ℓ
]
=
ζ(3) − Li2

(
e−NτN

)
τ2

N

+
N
τN

(
Li1

(
e−NτN

) − π2

6

)
+

(
N
2
− 1

12

)
ln

(
1 − e−NτN

τN

)
+

N ln(2π)
2

+ ζ′(−1) + o(1) . (D.0.29)

Here, we have used the special value ζ(2) = π2/6. It remains to insert in (D.0.29) the value of the parameter of interest
τN = Nα−1 2π2ω1ω2/g, and return to the original formula. The announced result for the Gaussian partition function (D.0.17)
follows, upon using the Stirling approximation N! ∼

√
2πNN+1/2e−N for the factorial prefactor.

We remark that for α ≥ 1, τN ≥ 0 is not anymore going to 0 when N → ∞, therefore the asymptotic regime will be
different.
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Summary of symbols

Empirical and equilibrium measures

E(ply)[µ] (B.0.13) energy functional for the baby integral of § 2.1
E(ξ, η) (B.0.13) its kernel function
µ

(ply)
eq § B.0.4 minimiser of E(ply)
EN[µ] (2.4.7) N-dependent energy functional
E∞[µ] (2.4.1) same one at N = ∞
D[µ, ν] Def. 3.1.1 pseudo-distance between probability measures induced by EN

µ(N)
eq (2.4.9)-(2.4.10) N-dependent equilibrium measure (maximiser of EN)
ρ(N)

eq Thm. 2.4.2 density of µ(N)
eq

[aN , bN] Thm. 2.4.2 support of µ(N)
eq

xN
a Def. 3.1.3 classical positions for µ(N)

eq
VN;eff (3.1.16) effective potential
L(λ)

N (2.5.2) empirical measure
λ̃ Def. 3.1.5 deformation of λ enforcing a minimal spacing
L(λ)

N;u Def. 3.1.5 convolution of L(bsλ)
N with uniform law of small support

L(λ)
N Def. 3.1.8 centred empirical measure with respect to µ(N)

eq

M(n)
N;κ Def. 3.1.7 probability measure including exponential regularization of n variables

Partition functions

ZN[V] (1.5.28) partition function of the sinh model with potential V
VG;N Lemme D.0.18 Gaussian potential leading to support [aN , bN]

Pairwise interactions

sN(ξ) (3.1.1) pairwise interaction kernel
S (ξ) (2.4.16) derivative of β ln

∣∣∣sinh(πω1ξ)sinh(πω2ξ)
∣∣∣ viz. 1

2∂ξ sN(N−αξ)
S reg(ξ) (5.2.6) S minus its pole at 0
SN (2.4.16) integral operator with kernel S (Nα(ξ1 − ξ2))
SN;γ (4.0.1) same one with extended support
SN;γ (4.1.2) same one in rescaled and centered variables
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Operators

Kκ Def. 3.1.7 multiplication by a decreasing exponential
Ξ(p) Def. 3.2.2 operator inserting a copy of ξ1 at position p
UN (3.2.1) master operator
DN (3.2.4) hyperbolic analog of the non-commutative derivative
VN Prop 5.2.1 building block ofU−1

N
WN (2.4.18) inverse of SN

XN Def. 3.3.5 linear form related to I11

X̃N Def. 3.3.5 projection to the hyperplane Xs([aN ; bN]) = KerXN

Ũ−1
N , W̃N (3.3.33) operators composed to the right with X̃N

WN (4.3.58) operatorWN in rescaled and centered variables
W̃ϑ;z0 (4.3.15) a pseudo-inverse of SN;γ.
I11,I12 Prop. 4.3.4 functionals appearing in the inversion of SN;γ
J1a(λ) (4.3.34) related functionals
w (1/2)

k;a , w (1)
k;a (4.3.36) functionals appearing in the large λ expansion of the latter

H∧ Def. 5.1.2 reflection of the function H (exchanging left and right boundary)
GN (6.3.2) 2-variable operator related toWN

Teven,Todd (6.3.23) some even/odd averaging operator

Decomposition of operators for asymptotic analysis

W(∞), δW (5.0.1) leading and subleading terms inWN when N → ∞
WR,WL (5.1.3) contribution of the right/left boundary toWN

WR;k Prop. 5.1.6 terms contributing to the latter up to O(N−kα) . . .
∆[k]WR Prop. 5.1.6 . . . and the remainder
W(as)

R;k ,∆[k]W(as)
R;k Lemma 5.1.11 putting aside exponentially small terms inWR;k

Wbk (5.1.3) contribution of the bulk toWN

Wbk;k Prop. 5.1.6 the terms contributing to the latter up to O(N−kα) . . .
∆[k]Wbk Prop. 5.1.6 . . . and the remainder
W(as)

bk;k,∆[k]W(as)
bk;k Lemma 5.1.11 putting aside exponentially small terms in the bulk operator

Wexp (5.1.3) exponentially small contribution
(∆[k]WN)R (6.3.8) local right boundary remainder

Similar notations are used throughout Section 6.3 for the decompositions of G and the various I.
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Riemann-Hilbert problems

R(λ) (4.1.18) reflection coefficient
κN (4.1.17) coefficient of 1/λ term
R↑/↓(λ) (4.1.24)-(4.1.25) Wiener-Hopf factors of R(λ)
υ(λ) (4.1.23) related, piecewise holomorphic function
Φ Lemma 4.1.1 two-dimensional vector in correspondence with solutions of SN;γ[ f ] = g.
χ(λ) Prop. 4.2.1 2 × 2 matrix solution of the homogeneous Riemann–Hilbert problem with jump Gχ

χ(as)
↑/↓(λ) (6.1.7) leading part of χ(λ) when N → ∞
χ

(exp)
↑/↓ (λ) (6.1.8) exponentially small part of χ(λ)
χk (4.2.30) matrix coefficients in the large λ expansion of χ(λ)
Gχ (4.1.7) jump matrix of the Riemann–Hilbert problem of Φ and χ
Ψ(λ) (4.2.20) and Fig. 4.1 2 × 2 matrix related to χ(λ)
Π(λ) (4.2.14) and Fig. 4.2 related 2 × 2 matrix
∆Π(λ) (6.1.8) difference between Π(λ) minus identity
GΨ (4.2.4)-(4.2.5) jump matrix of the auxiliary Riemann–Hilbert problem
κϵ (4.2.7) rate of exponential decay of GΨ − I2
R↑/↓(λ) (4.1.30) some factors of the jump matrix
R(∞)
↑/↓ (4.1.31) their non-oscillatory parts

M↑/↓(λ) (4.1.32) some factors of the jump matrix
PR(λ), PL;↑/↓(λ) (4.1.33) some factors in the auxiliary Riemann–Hilbert problem
θR (4.2.20) a constant involved in the auxiliary Riemann–Hilbert problem
Υ(λ) (4.3.5)-(4.3.13) polynomial remainder in the inhomogeneous Riemann–Hilbert problem
H(λ) (4.1.7) two-dimensional vector on the right-hand side of the inhomogeneous Riemann–Hilbert problem
Ĥ(λ) (4.3.14) related quantity

Auxiliary functions, contours, and constants

Jk(λ) (4.3.41) model integral appearing in the asymptotics of J1a(λ)
xR, xL Def. 5.1.1 reduced variables centered at the right and left boundary
Γ↑/↓ Figure 5.1 contours in the upper/lower half-plane
C (±)

reg Def. 5.1.3 and Figure 5.1 contours between Γ↑/↓ and R
J(x) Def. 5.1.3 related to the Fourier transform of 1/R(λ)
ϱ0(x) (5.1.33)-(5.1.34) proportional to a primitive of J(x)
ϱℓ(x) Def. 5.1.5 related to higher primitives
ϖℓ(x) Def. 5.1.5 integrals of xℓJ(x) from x to∞
uℓ Def. 5.1.5 coefficients in the Taylor expansion of 1/R(λ) at λ = 0
uℓ(x) Def. 5.1.9, (5.2.48) related to the ℓth order truncation of the Taylor series of 1/R
aℓ(x),bℓ(x) Def. 5.1.9 combinations of the above, involved in asymptotics ofWN

ℸp Def. 6.1.1 negative moments of 1/R↓
ℸs,ℓ Def. 6.1.5 sth order moment of bℓ
ℓג Def. 6.3.4 ℓth order moments related to J and S
Pℓ,Qℓ (6.3.73) some universal multivariable polynomial
gR;ℓ, gbk;ℓ (6.3.77)-(6.3.80) a specialisation of the latter involving the functions above
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Answer for the partition function
Is[H,G] Def. 6.1.4 bilinear pairing induced byWN

I
(1)
s;β[H,G] (3.4.1) related expression appearing only for β , 1
I

(1)
s;β[H,G] (3.4.2) related expression appearing only for β , 1
Id[H,G] (6.3.1) related expression
Id;β[H,G] (3.4.4) related expression appearing only for β , 1�[V,V0] (2.3.7) a functional appearing in the interpolation
c(x) Def. 6.3.9 a function involving the a’s and b’s appearing in expansion of Id
ℵ0 Def. 6.3.9 a constant involving integrals of J, S and R↑/↓, appears in expansion of Id

Norms
N (ℓ)

N [ϕ] Def. 3.3.1 weighted norms involving W∞k norms for k ∈ [[ 0 ; ℓ ]]
nℓ[V] Def. 3.3.2 some estimates for the magnitude of potential

Miscellaneous
q(z) (5.2.8) squareroot
qR(z) (5.2.23) squareroot at the right boundary
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