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Convergence to the Landau equation from the truncated
BBGKY hierarchy in the weak-coupling limit

Raphael Winter

Université de Lyon
43 Boulevard du 11 Novembre 1918, 69100 Villeurbanne, France

February 1, 2021

Abstract

We show the convergence of solutions to non-Markovian hyperbolic equations to the solution
of the nonlinear kinetic Landau equation, keeping the full singularity of the Landau kernel. The
hyperbolic equations arise from the truncation of the BBGKY hierarchy for interacting particle
systems under the kinetic weak-coupling limit assuming propagation of chaos. The result shows
the transition from the microscopic reversible dynamics to the irreversible macroscopic equation
at the level of partial differential equations. This resolves the issue arising from [15], where the
singular region has been removed artificially. Since the singularity appears in the Landau equation
due to the geometry of particle interactions, it is an intrinsic physical property of the weak-coupling
limit which is crucial to the understanding of the transition from particle systems to the Landau
equation.
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1 Introduction

The derivation of the Landau equation in the so-called weak-coupling limit of interacting particles is
an open problem in kinetic theory. In the following we prove that the derivation is valid for short times,
if we truncate the BBGKY hierarchy under the assumption of propagation of chaos. This requires the
stability of the leading order nonlinear evolution up to macroscopic times of order one. A similar result
has been proved for microscopic times in [3], showing consistency with the desired limit. Furthermore,
in [15] the result is proved for short macroscopic times, putting a cutoff on the interaction of particles
with small relative velocity. The objective of this paper is to prove the result without this cutoff.

To introduce the equations under consideration, we first recall the weak-coupling limit. Consider a
countable collection (Xj , Vj)j∈J of particles in the three dimensional phase space ℝ3 ×ℝ3, randomly
distributed according to a Poisson point process with intensity measure �(dxdv) = �"u0(v) dxdv. Here
u0(v) is a probability density and " > 0 is the scaling parameter. In particular, the random distribution
of particles is homogeneous in space and there are on average�"many particles in a spatial unit volume.
We fix a rotationally symmetric potential �(x), and define the rescaled potential �"(x) = �(x∕"). Now
consider the following Newtonian dynamics:

Ẋj(t) = Vj(t), V̇j(t) = −"
1
2
∑

k∈J
∇�"(Xj(t) −Xk(t)).

If we rescale the density of particles as �" = �"−3, the trajectories of particles are governed by a large
number of small deflections. It is expected that a central limit theorem for the collisions holds, so that
in the limit we observe diffusion in the velocity variable. More precisely, let u"(t, x, v) be the rescaled
density of particles defined through the expected number n(t, A) of particles in a set A ⊂ ℝ3 × ℝ3 at
time t ≥ 0:

ˆ
A
u"(t, x, v) dx dv = �−1" E[n(t, A)]. (1.1)

Due to the homogeneity of the intensity measure � in space, we have u"(t, x, v) = u"(t, v). It is believed
that in the scaling limit "→ 0 as introduced above, we have u" → u, where u is a solution to the spatially
homogeneous Landau equation:

)tu(t, v) =
3
∑

i,j=1
)vi

(ˆ
ℝ3
ai,j(v − v′)()vj − )v′j )

(

u(t, v)u(t, v′)
)

dv′
)

u(0, v) = u0(v).

(1.2)

For physical and mathematical justifications of this equation we refer to [3, 10, 11, 14]. The matrix aij
can be explicitly expressed by the interaction potential �:

ai,j(w) =
�2

4

ˆ
ℝ3
kikj�(k ⋅w)|�̂(k)|2 dk =

Λ
|w|

(

�i,j −
wiwj

|w|2

)

for some Λ > 0. (1.3)

Contrary to the case of the Boltzmann equation, a rigorous proof of the convergence u" → u to the
Landau equation has not been obtained so far. The heuristic justification of the weak-coupling limit
to the Landau equation is based on the propagation of chaos principle. The principle, which is also
crucial in the theory of the Boltzmann equation, asserts that with a high probability particles are un-
correlated prior to collision, and thereby experience a sequence of independent random deflections.
More precisely, one can generalize the function u" defined in (1.1) to functions u",N describing the
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(rescaled) distribution of N-tuples of particles. The functions u",N are related through the so-called
BBGKY hierarchy of equations:

)tu",N +
N
∑

i=1
vi∇xiu",N − "

1
2

N
∑

i=1

ˆ
∇�"(xi − xN+1)∇viu",N+1 dxN+1 dvN+1

= "
1
2
∑

i≠j
∇�"(xi − xj)∇viu",N .

(1.4)

Then the propagation of chaos principle can be stated as:

u",N (t, x1, v1,… , xn, vn) ≈
N
∏

i=1
u"(t, xi, vi). (1.5)

Of course, (1.5) only holds for " → 0, since particles will develop correlations through interaction.
A more detailed analysis of correlations can be done by iteratively introducing truncated correlation
functions g",N :

u",2(z[1,2]) = u
⊗2
",1 (z[1,2]) + g",2(z[1,2])

u",3(z[1,3]) = u
⊗3
",1 (z[1,3]) +

∑

1≤l≤3
g",2(z[1,3]⧵l)u",1(zl) + g",3(z[1,3])

…

(1.6)

Here we use the notation zi = (xi, vi) for phase space variables and z[1,N] = (z1,… zN ). Formally the
truncated correlation functions g",N vanish in the limit " → 0 and we have a separation of orders of
magnitudes u",1 ≫ g",2 ≫ g",3 ≫ …. The infinite hierarchy (1.4) can be truncated by approximating
u",N+1 by the right-hand side of (1.6) with g",N+1 = 0. If we truncate the system on the level of
correlations ofN +1-tuples of particles, we obtain an approximation of the one-particle density in the
weak-coupling limit that is expected to be accurate to theN-th order in "→ 0, for details see [15]. In
the following we would like to describe the first order correction of u",1 in " → 0, so we truncate the
hierarchy by dropping terms which are formally of higher order, i.e. we approximate g",3 by zero.

Controlling the propagation of chaos is a crucial step to obtain a full derivation of the Landau
equation, but we will not attempt to prove this rigorously here. We remark that the linear Landau
equation can be derived rigorously starting from the motion of a test particle in a random environment
(cf. [2, 4, 8, 12]). There has been recent progress in establishing propagation of chaos in a weak sense
for scaling limits in the linearized setting (see [7]).

Following the reasoning above, we obtain the first order correction in "→ 0 to the weak-coupling
limit, which is given by the following dynamics:

)tu" =
1
"
∇v ⋅

(ˆ t

0
K[u"(s)]

( t − s
"
, v
)

∇u"(s, v) − P [u"(s)]
( t − s
"
, v
)

u"(s, v) ds
)

u"(0, v) = u0(v),

K[u](t, v) ∶=
ˆ ˆ

∇�(x)⊗ ∇�(x − t(v − v′))u(v′) dv′ dx

P [u](t, v) ∶= ∇v ⋅K(t, v) =
ˆ ˆ

∇�(x)⊗ ∇�(x − t(v − v′))∇u(v′) dv′ dx.

(1.7)

The equation (1.7) has been considered in [3] in the spatially inhomogeneous case. The paper proves
convergence of solutions to (1.7) to a solution of the Landau equation for microscopic times, that is
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for t ≤ " as " → 0. The result is valid for a general class of potentials and away from equilibrium.
Our goal here is to show that the solutions of (1.7) converge to a solution of the Landau equation (1.2)
for short macroscopic times. In [15] the convergence is shown removing the "Coulomb" singularity
of the kernel, that is modifying K by putting cutoff function � which removes the region v − v′ = 0.

A crucial feature of the weak-coupling limit is the singularity |w|−1 of the interaction kernel ai,j ,
see (1.3). We stress the fact that the singularity appears in the limit, independent of the choice of
interaction potential �. This can be explained considering the momentum transfer of two interacting
particles with velocities v, v′. The duration of this transfer is proportional to the inverse relative veloc-
ity |v − v′|−1, hence diverges for particles with very small relative velocity. This singularity is a key
technical problem in the theory of the Landau equation and of the weak-coupling limit, see [3, 9, 13].
Furthermore, similar singularities appear in grazing collision limits from the Boltzmann equation to
the Landau equation, and a number of equations with varying exponents of the singularity have been
studied in the literature (see: [1, 5, 6, 16, 17]).

In this paper, we prove the limit from (1.7) to the Landau equation (1.2), keeping this important
physical property of the system. The technique presented here shows that singular operators of the
form appearing in the non-Markovian system (1.7) can be controlled using only the average-in-time
dissipation of the equation that was proved and used in [15].

As in [15], we assume the system is initially close to the Maxwellian m(v) and take the explicit
potential � with Fourier transform:

�̂(k) = 1

(1 + |k|2)
3
2

. (1.8)

The main result of this paper reads as follows. For the precise definition of the function spaces, see
Subsection 2.1.

Theorem 1.1 Let m0, � > 0 and m(�2, m0) be the Maxwellian distribution with mass m0 and standard
deviation �:

m(�2, m0)(v) ∶= m0
e−

1
2
|v|2

�2

(�
√

2�)3
. (1.9)

Let n ≥ 12 and v0 ∈ Hn
� satisfy:

0 ≤ v0(v) ≤ Ce−
1
2 |v|.

There exist �1, "0 ∈ (0,
1
2 ] such that for all ", �2 ∈ (0, "0] > 0 the equation

)tu" =
1
"
∇ ⋅

(ˆ t

0
K[u"(s)]

( t − s
"
, v
)

∇u"(s, v) ds
)

−1
"
∇ ⋅

(ˆ t

0
P [u"(s)]

( t − s
"
, v
)

u"(s, v) ds
)

u"(0, ⋅) = u0(⋅) = m(v) + �2v0(v)

(1.10)

has a strong solution u" ∈ C1([0, �1];Hn−2
� ) up to time �1. Furthermore, along a sequence "j → 0

the u"j converge weakly to u"j ⇀
∗ u in ′, and the function u ∈ C1([0, �1];Hn−4

� ) solves the Landau
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equation up to times 0 ≤ t ≤ �1:

)tu = ∇ ⋅ ([u]∇u) − ∇ ⋅ ([u]u)
u(0, v) = m(v) + �2v0(v)

[u](v) = �2

4

ˆ
(k ⊗ k)|�̂(k)|2�(k ⋅ (v − v′))u(v′) dk dv′

[u](v) = �2

4

ˆ
(k ⊗ k)|�̂(k)|2�(k ⋅ (v − v′))∇u(v′) dk dv′.

(1.11)

An analogous result can be found in [15], however the interactions of particles with small relative
velocity is cut. More precisely, the result is shown for modified kernels K, P ,, with a cutoff
function �(v − v′) in the integrals in v′, where � is a smooth function that cuts off at the origin.

We now discuss the difficulty associated to removing this cutoff. Heuristically, our technique for
proving an a priori estimate for solutions of (1.10), independent of " > 0, works as follows. We
multiply the equation

)tu" =
1
"
∇ ⋅

(ˆ t

0
K[u"(s)]

( t − s
"
, v
)

∇u"(s, v) − P [u"(s)]
( t − s

"
, v
)

u"(s, v) ds
)

with u"(t, v) and integrate in time and space. This yields an estimate for u" ∈ L2(ℝ+ × ℝ3), provided
we can estimate two terms of the form:

Q1 =
1
"

ˆ ∞

0

ˆ
ℝ3
∇u"(t, v)

(ˆ t

0
K[u"(s)]

( t − s
"
, v
)

∇u"(s, v)
)

dv dt (1.12)

Q2 = −
1
"

ˆ ∞

0

ˆ
ℝ3
∇u"(t, v)

(ˆ t

0
∇ ⋅K[u"(s)]

( t − s
"
, v
)

u"(s, v)
)

dv dt. (1.13)

The key point in [15] is to prove an estimate of the form Q1 ≥ D1 > 0, where D1 is the square of
some (relatively weak) weighted L2(ℝ × ℝ3) norm for the Laplace-transform of ∇u". We stress the
fact that such an estimate does not hold for general kernels K , but is a feature very specific to the
kernel emerging from the weak-coupling limit. Since we prove Q1 to have the good sign, this part of
the argument is not affected by removing the cutoff.

It turns out that we can extract an a priori estimate for u", if we can show that for c ∈ (0, 1) there
exists C > 0 such that |Q2| ≤ cD1+C‖u‖L2(ℝ+×ℝ3). Such an estimate is difficult to obtain without the
cutoff in the space of relative velocities. The problem can be illustrated using limit kernel  in (1.11)
as an example, which yields terms of the form

∇ ⋅K[u"(s, ⋅)](r∕", v) ∼
ˆ B(r∕", v − v′)u"(s, v′)

|v − v′|2
dv′. (1.14)

Here B(s, v−v′) is some smooth vector-valued function. Since we only expect u"(t, v) ∈ L2(ℝ+×ℝ3)
the integral in (1.14) cannot be expected to be in L∞. Instead we use that Q2 (cf. (1.13)) involves an
integral in time. To obtain a bound forQ2 we therefore carefully study the properties of time integrals
of products of: 1)∇u" which has Laplace transform bounded in the weighted L2 norm given byD1, 2)
∇⋅K[u"(s)], which is a vector-valued function of the form (1.14), and 3) the function u" ∈ L2(ℝ+×ℝ3).
This is the key step of this paper and the subject of Section 3.
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2 Structure of the proof

In this section we present the steps of the proof of Theorem 1.1. The proofs of the individual steps
are carried out in the main body of this paper. The crucial novelty in our result is the a priori estimate
for the system with the full singularity, which we prove in Section 3. Results that are only minor
adaptations of the result in [15] can be found in the Appendix. Only Lemmas whose proofs are not
affected by the singularity of the kernel will be taken from [15] without repeating the proof.

We start by introducing the framework of function sets and spaces that we will use throughout the
paper.

2.1 Functional setting and notation

Notation 2.1 Let '
 , 
 > 0 be a standard mollifier sequence on ℝ3. We set 
∇f (v) ∶= ∇('
 ∗ f )
for 
 ∈ (0, 1], and 0∇f = ∇f . With K as in (1.7) we set:

P
 = 
∇ ⋅K. (2.1)

For the Laplace and the Fourier transform we use the conventions:

(u)(z) =
ˆ ∞

0
u(t)e−zt dt, (2.2)

û(k) = 1
(2�)3∕2

ˆ
ℝ3
u(v)e−ik⋅v dv. (2.3)

We recall Plancherel’s identity for Laplace transforms:

Lemma 2.2 Let A ≥ 1 and �A(dt) ∶= e−At dt. Then for u, v ∈ L2(�A) we have:

(2�)
1
2

ˆ ∞

0
e−Atu(t)v(t)�A(dt) =

ˆ
ℝ
(u)

(A
2
+ i!

)

(v)
(A
2
+ i!

)

d!. (2.4)

Furthermore, we will write ⟨⋅, ⋅⟩ for the complex scalar product given by:

⟨X, Y ⟩ =
n
∑

i=1

m
∑

j=1
Xi,jYi,j , for X, Y ∈ ℂn×m. (2.5)

For the one-particle function u" we will use the following spaces.

Definition 2.3 Let �(v), �̃(v) be defined by �(v) ∶= e|v|, �̃(v) ∶= e|v|

1+|v| . For n ∈ ℕ and � = �, �̃, we
defineHn

� as the closure of C∞c
(

ℝ3
)

with respect to the norm:

‖u‖2Hn
�
∶=

∑

�∈ℕ3,|�|≤n
‖�

1
2 (⋅)∇�u(⋅)‖2L2 . (2.6)

For time-dependent functions f (t, v), define the space V n
A,� as the closure of C∞c

(

[0,∞) × ℝ3) with
respect to:

‖f‖2V n
A,�
∶=
ˆ ∞

0
e−At

d
∑

j=1
‖fj(t, ⋅)‖2Hn

�
dt, where A ≥ 1. (2.7)
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Definition 2.4 (Domain of the fixed point mapping) Fix n ∈ ℕ with n ≥ 12. We define the norms:

‖f‖EA = sup
v∈ℝ3,z∈ℂ∶ℜ(z)=A∕2,|�|≤n−6

|D�
v(f )(z, v)(1 + |z|2)|e

1
2 |v|, (2.8)

‖f‖F",A = sup
v∈ℝ3,z∈ℂ∶ℜ(z)=A

2 ,|�|≤n−6
|D�

v(f )(z, v)
(1 + |z|2)(1 + "|z|)

"|z|
|e

1
2 |v|, (2.9)

‖f‖G",A = sup
v∈ℝ3,z∈ℂ∶ℜ(z)=A

2 ,|�|≤n−6
|D�

v(f )(z, v)(1 + |z|2)(1 + "|z|)|e
1
2 |v|, (2.10)

‖f‖Xn
A
= ‖f‖V n

A,�̃
+ ‖)tf‖V n−2

A,�̃
. (2.11)

Let ΓnA,�1 ⊂ V
n
A,�̃

be the set given by

ΓnA,�1 = {f ∈ V
n
A,�̃

∶
ˆ
ℝ3
f (t, v) dv = 0, supp f ⊂ [0, 2�1] ×ℝ3}. (2.12)

Let ΩA,�
R̃,�1,R,"

⊂ V n
A,�̃

be the set of functions given by:

ΩA,�
R̃,�1,R,"

= {f1 + f2 = f ∈ ΓnA,�1 , ‖f‖Xn
A
≤ 1,

sup
t∈[0,1]

‖)tf (t, ⋅)‖Hn−4
�̃

≤ R̃, ‖f‖G",A ≤ R, ‖f2‖F",A ≤ R, ‖f1‖EA ≤ �}. (2.13)

Lemma 2.5 (Properties of the domain) For all n ∈ ℕ, n ≥ 12 and all A ≥ 1, �, R̃, �1, R, " > 0, the
domain ΩA,�

R̃,�1,R,"
⊂ V n

A,�̃
is closed, convex and nonempty.

Proof: The set ΩA,�
R̃,�1,R,"

is an intersection of convex sets, hence convex. Furthermore, it contains the
zero function, hence it is nonempty. To see that the set is also closed, we first remark that ΓnA,�1 is
closed. Now take a sequence fn ∈ Ω

A,�
R̃,�1,R,"

which is convergent in V n
A,�̃

, that is: fn → f in V n
A,�̃

for
some f ∈ V n

A,�̃
. We now observe that

‖f‖Xn
A
≤ R, sup

t∈[0,1]
‖)tf (t, ⋅)‖Hn−4

�̃
≤ R̃, ‖f‖G",A ≤ R

byweak-* sequential compactness of the spaces generated by these norms. Furthermore, every element
of the sequence can be decomposed into fn = fn,1 + fn,2 with

‖fn,1‖EA ≤ �, ‖fn,2‖F",A ≤ R.

Now weak-* sequential compactness implies that such a decomposition also exists for the limit f , so
we have f ∈ ΩA,�

R̃,�1,R,"
as claimed. □

We proceed by introducing weight functions, that will allow us later to keep track of the fine
regularity and decay properties emerging from the evolution (1.7). The definitions can also be found
in [15], we include them here to keep the analysis self-contained.
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Notation 2.6 For z ∈ ℂ and v ∈ ℝ3 define:

�(z, v) ∶=
|ℑ(z)|
1 + |v|

, �(z, v) ∶=
|ℜ(z)|
1 + |v|

. (2.14)

Further we define positive functions C1 and C2 by:

C1(z, v) =
1

(1 + |v|)(1 + �(z, v))2
(2.15)

C2(z, v) =
�(z, v) + �(z, v)2

(1 + |v|)(1 + �(z, v))4
. (2.16)

Let 0 ≠ v ∈ ℝ3, V ,W ∈ ℂ3. We define the anisotropic norm

|W |v ∶= |P⟂v W | +
|PvW |

1 + |v|
, (2.17)

and weight functions B1(z, v)(V ,W ), B2(z, v)(V ,W ) by

B1(V ,W ) = C1(z, v)|V |v|W |v + C2(z, v)|PvV ||PvW |, (2.18)
B2(V ,W ) = C1(z, v)|V |v|W |v + C3(z, v)|PvV ||PvW |. (2.19)

Finally, in order to localize to short times, we introduce a family of cutoff functions.

Definition 2.7 Let � ∈ C∞c (ℝ; [0, 1]) be a cutoff function with �(s) = 1 for s ∈ [−1, 1] and �(s) = 0
for |s| ≥ 2. We set ��1 to be the rescaled functions given by

��1(s) ∶= �
(

s
�1

)

. (2.20)

2.2 Proof of the main result

Proof of Theorem 1.1. We start by restating the existence of a solution to equation (1.10) as a fixed
point problem. To this end, we introduce f = u" − u0, so (1.10) can be rewritten as:

)tu" =
1
"
∇ ⋅

(ˆ t

0
K[u0 + f (s)]

( t − s
"
, v
)

∇u"(s, v) ds
)

−1
"
∇ ⋅

(ˆ t

0
P [u0 + f (s)]

( t − s
"
, v
)

u"(s, v) ds
)

u"(0, ⋅) = u0(⋅).

(2.21)

Finding a solution u" of (1.10) is equivalent to finding a fixed point of the mapping f ↦ u"−u0, where
u" is the solution of (2.21) for f given. Since we cannot show the existence of (2.21) directly, we first
consider a mollified version of the equation. With 
∇, P
 as introduced in Notation 2.1, consider the
mollified equation:

)tu" =
1
"

∇ ⋅

(ˆ t

0
K[u0 + f (s)]

( t − s
"
, v
)


∇u"(s, v) ds
)

−1
"

∇ ⋅

(ˆ t

0
P
 [u0 + f (s)]

( t − s
"
, v
)

u"(s, v) ds
)

u"(0, ⋅) = u0(⋅).

(2.22)
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The existence of solutions to (2.22) can be proved in a straightforward fashion making use of the
smoothness provided by the mollified gradient 
∇. For the details of the argument we refer to [15].
The result is stated in the following lemma, in the functional setting introduced in Subsection 2.1.
Notice that this only establishes the existence of solutions for ", 
 > 0, but does not include an a priori
estimate that is independent of these parameters.

Lemma 2.8 (Existence of a solution to the mollified equation) Let n ∈ ℕ, 
, " > 0 and u0 ∈ Hn
� .

Further assume f ∈ L1loc, supp f ⊂ [0, 1], and let C > 0 such that |f (t, v)| ≤ Ce−
1
2 |v|. Then there

exists a (unique) global solution u" ∈ C1([0,∞);Hn
� ) to (2.22).

Recall the definitions introduced in Subsection 2.1. We set up the mapping  �1 defined as:

Ψ�1 ∶ Ω
A,�
R̃,�1,R,"

⟶ V n
A,�

f ↦ (u" − u0)k�1 , u" solution to (2.22).
(2.23)

The intuition to the various parameters appearing in (2.23) is the following: the paramaterA ≥ 1 deter-
mines the exponential weight for large times and will be chosen large later. The parameters R̃, R, � > 0
(cf. Definition 2.7) determine an a priori smallness assumption on the Laplace transform of f . Finally,
�1 > 0 is used to cut off to short times and can be used as an additional small parameter.

The crucial point of the proof and the main content of this paper is the priori estimate for  �1 ,
uniform in both the scaling parameter " → 0 and the mollifying parameter 
 → 0. In [15], we
proved the estimate after artificially removing the singular part of the appearing integral. We prove
the following a priori estimate in this paper.

Theorem 2.9 (A priori estimate) Let n ≥ 12 and assume u0 ∈ Hn
� satisfies:

c1
|v|≤4(v) ≤ u0(v) ≤ Ce−

1
2 |v|.

Then there exist A, �, �0 > 0 s.t. for all R, R̃ > 0, �1 ∈ (0, �0) there is an "0 > 0 such that for all

 ∈ (0, 12 ] and " ∈ (0, "0) the mapping  �1 introduced in (2.23) is well-defined and continuous with
respect to the topologies of V n

A,�̃
, V n

A,�. Moreover, the mapping Ψ�1 satisfies:

‖Ψ�1(f )‖V n
A,�

≤ 1, ‖)tΨ�1(f )‖V n−2
A,�

≤ 1. (2.24)

The theorem above ensures that (2.22) has a solution for a given function f and provides an a priori
estimate that is uniform in ", 
 > 0. In the next step, we prove the existence of a solution to

)tu" =
1
"

∇ ⋅

(ˆ t

0
K[u"(s)]

( t − s
"
, v
)


∇u"(s, v) ds
)

−1
"

∇ ⋅

(ˆ t

0
P
 [u"(s)]

( t − s
"
, v
)

u"(s, v) ds
)

u"(0, ⋅) = u0(⋅),

(2.25)

by applying Schauder’s fixed point theorem to the mapping  �1 . To this end we need to show that, for
an appropriate choice of the parameters, the mapping  �1 defined in (2.23) leaves the set ΩA,�

R̃,�1,R,"
in-

variant. With the a priori estimate in Theorem 2.9 at hand, the proof works similar to the corresponding
proof in [15], and can therefore be found in the appendix.
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Lemma 2.10 (Invariance of the domain) Let v0 ∈ Hn
� , n ≥ 12 be a function bounded above and

below as 0 ≤ v0(v) ≤ Ce−
1
2 |v|, and u0 = m(v) + �2v0(v) for some �2 > 0.

Then there exist constants A, �, �1, "0, R, R̃ > 0 such that for all �2, " ∈ (0, "0], 
 ∈ (0, 1] the
mapping Ψ�1 defined in (2.23) leaves the set Ω

A,�
R̃,�1,R,"

invariant.

The final ingredient to apply Schauder’s fixed point theorem is the following compactness lemma. We
do not perform the proof here, but refer to Lemma 2.5 in [15].

Lemma 2.11 (Compactness) Let n ∈ ℕ and let (ui)i∈ℕ ⊂ V n+1
A,� be a bounded sequence, such that the

sequence ()tui) ⊂ V n+1
A,� is bounded as well. Then the sequence (ui)i∈ℕ is precompact in V n

A,�̃
.

With Lemma 2.11 and Lemma 2.10 at hand, the proof of the main result Theorem 1.1 quickly
follows. By Lemma 2.5, the set ΩA,�

R̃,�1,R,"
is nonempty and convex. Further, by Lemma 2.10 it is left

invariant by the mapping  �1 . Furthermore, for 
 > 0, the mapping is compact by Lemma 2.11, so by
Schauder’s theorem there is a fixed point of  �1 . This yields the existence of solutions of (2.25), which
by Theorem 2.9 are uniformly bounded in the parameters ", 
 . Theorems 1.1 now simply follows from
the compactness shown in Lemma 2.11, see also Section 5 in [15].

Our proof of Theorem 1.1 is subject to the validity of Theorem 2.9 and Lemma 2.10. The proof of
Theorem 2.9 is the content of the next section, the proof of Lemma 2.10 can be found in the appendix.

□

2.3 Proof of the a priori estimate

Proof of Theorem 2.9. In order to obtain uniform estimates for solutions of (2.22), we differenti-
ate the equation by D�. We then multiply with e−AtD�u", A ≥ 1 and the weight function �(v) (cf.
Definition 2.3), and integrate in time to obtain:

A
ˆ T

0

ˆ
�(v)|D�u"(t, v)|2e−At dt dv ≤ −2Q�

",A[u0 + f ](u"1[0,T ]) + ‖�
1
2D�u0‖

2
L2 . (2.26)

Here Q�
",A is an operator that decomposes into:

Q�
",A[�](u) =

∑

�≤�

(

�
�

)

Q�,�
",A[�](u), (2.27)

Q�,�
",A[�](u) =

ˆ ∞

0

ˆ
e−At

"

∇(D�u(t)�)

ˆ t

0
D�−�K[�(s)]( t − s

"
)
∇D�u(s) ds dv dt (2.28)

−
ˆ ∞

0

ˆ
e−At

"

∇(D�u(t)�)

ˆ t

0
D�−�
∇ ⋅K[�(s)]( t − s

"
)D�u(s) ds dv dt. (2.29)

We observe that the operators Q�,�
",A[�](u) are linear in the first argument and quadratic in the second

argument. Using the linearity in the first argument, we rewrite Q�
",A[u0 + f ](u) as:

Q�
",A[u0 + f ](u) = Q

�,�
",A[u0](u) +Q

�,�
",A[f ](u) +

∑

�<�

(

�
�

)

Q�,�
",A[u0](u) +

∑

�<�

(

�
�

)

Q�,�
",A[f ](u). (2.30)

Thenwe show that the first term has the correct sign, i.e. it yields a dissipative term after integrating
in time, and the other terms can be handled as a perturbation. More precisely, the a priori estimate in
Theorem 2.9 is a corollary of the following results.
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Lemma 2.12 Let n ≥ 12 and u0 ∈ Hn
� be a function that is bounded above and below by

c1
|v|≤4(v) ≤ u0(v) ≤ Ce−

1
2 |v|, ‖u0‖Hn

�
≤ C, for some constants c, C > 0. (2.31)

Let A ≥ 1, " ∈ (0, 1
A
], 
 ∈ (0, 1] and � ∈ ℕ3 be a multi-index of absolute value at most n ∈ ℕ. Set

a = A
2
and let D�

",A be given by (z = a + i!):

D�
",A(u) ∶=

ˆ
ℝ

ˆ
ℝ3
B1("z, v)[
∇D�(u)(z, v), 
∇D�(u)(z, v)]�(v) dv d!. (2.32)

Then for some constants c, C > 0 independent of A, ", 
 we have:

Q�,�
",A[u0](u) ≥ cD�

",A(u) − C‖u‖
2
V n
A,�
. (2.33)

The proof of Lemma 2.12 can be executed exactly as the proof of Lemma 3.7 in [15]. We therefore
omit the proof here, and only shortly discuss the idea below.

Lemma 2.13 Let A ≥ 1, n ≥ 12, � a multi-index with |�| ≤ n and c > 0 arbitrary be given. There
exists �0(c, A, n) > 0 such that for all � ∈ (0, �0] and R, R̃ > 0, �1 ∈ (0, 1) we can estimate:

(2�)
1
2
|Q�,�

",A[f ](u)| ≤ cD�
",A(u) + ‖u‖2V n

A,�
, (2.34)

for all f ∈ ΩA,�
R̃,�1,R,"

, when 0 < " ≤ "0(�, R, R̃, �1, A, c, n) is small.

The proof of Lemma 2.13 requires only minor modifications from the one in [15] and can therefore be
found in the appendix.

Lemma 2.14 Let n ≥ 12 and c > 0 an arbitrarily small constant. There exists C > 0 such that for all
A ≥ 1, � ∈ ℕ3, |�| ≤ n there exists �0(c, A, n) > 0 such that for all �, �1 ∈ (0, �0] and all R̃, R > 0,
we can estimate:

∑

�<�

(

�
�

)

|Q�,�
",A[u0](u)| ≤ cD�

",A(u) + C‖u‖
2
V n
A,�
, (2.35)

∑

�<�

(

�
�

)

|Q�,�
",A[f ](u)| ≤ cD�

",A(u) + C‖u‖
2
V n
A,�
, (2.36)

for all f ∈ ΩA,�
R̃,�1,R,"

, when 0 < " ≤ "0(�, �1, R, R̃, A, c1, n) is small.

When keeping the full singularity of the kernel K , the critical terms are the Q�,�
",A with � ≈ �, since

then the derivatives act on the singular kernel K . Therefore, the proof of Lemma 2.14 requires new
ideas and is a key point of this paper. The proof is carried out in Section 3.

Since the dissipativity proved in Lemma 2.12 is crucial to the understanding of the a priori estimate,
we briefly sketch the idea of the proof here. We rewrite Q�,�

",A as:

Q�,�
",A[u0](u) =

ˆ ∞

0

ˆ
e−At

"

∇D�u(t)�

ˆ t

0
K[u0](

t − s
"
)
∇D�u(s) ds dv dt

+
ˆ ∞

0

ˆ
e−At

"
D�u(t)
∇(�)

ˆ t

0
K[u0](

t − s
"
)
∇D�u(s) ds dv dt

−
ˆ ∞

0

ˆ
e−At

"

∇(D�u(t)�)

ˆ t

0


∇ ⋅K[u0](
t − s
"
)D�u(s) ds dv dt.
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The crucial point to handle Q�,�
",A is the first term on the right-hand side above. Using Lemma 2.2, the

time integration transforms into (V = V (z, v) = (
∇D�u)(z, v)):

(2�)
1
2

ˆ ∞

0

ˆ
ℝ3

e−At

"

∇D�u(t)�

ˆ t

0
K[u0](

t − s
"
)
∇D�u(s) ds dv dt

=
ˆ
ℝ

ˆ
ℝ3
⟨V �,(K)[u0]("z)V ⟩ dv d!

where z = a + i! = A∕2 + i!. Since the function (K) is pointwise a symmetric matrix, we can
symmetrize the expression above and obtain:

(2�)
1
2

ˆ ∞

0

ˆ
e−At

"

∇D�u(t)�

ˆ t

0
K[u0](

t − s
"
)
∇D�u(s) =

ˆ
ℝ

ˆ
⟨V �,ℜ((K))[u0]("z)V ⟩ dv d!.

The particular kernel (K) given by the identity (2.39) has the property that the real partℜ((K)) is
complex coercive if u0 is a positive function. A careful analysis of this coercivity property yields a
lower bound for Q�,�

",A[u0](u) in terms of the anisotropic weight functional B introduced in (2.18) and
yields Lemma 2.12.

Due to the explicit choice of the potential � (cf. (1.8)), some integrals appearing in this analysis
become explicit. More precisely, we make use of the subsequent lemma, for the computation we refer
to [15].

Lemma 2.15 Define matrix-valued functionsM1(z, v),M2(z, v) by

M1(z, v) ∶=
�2

4|v|
1

1 + z
|v|

P⟂v , M2(z, v) ∶=
�2

4|v|

z
|v|

(1 + z
|v|
)2
Pv, forℜ(z) ≥ 0, v ∈ ℝ3. (2.37)

Further let u ∈ Hn
�̃
(cf. (2.6)), then the following identity holds:

ˆ
(k ⊗ k)|�̂(k)|2 z

z2 + (k ⋅ v)2
dk =M1(z, v) +M2(z, v) (2.38)

(K[u])(z, v) =
ˆ
(M1 +M2)(z, v − v′)u(v′) dv′. (2.39)

The following Proposition is the analog of Lemma 3.3 in [15], here however with the singularity in v
kept.

Proposition 2.16 Let � ∈ ℕ3 be a multi-index andMi, i = 1, 2 as introduced in (2.37). Then there
exists a constant C

|�| > 0, such that for V ,W ∈ ℂ3 arbitrary complex vectors, z ∈ ℂ withℜ(z) ≥ 0
and v ∈ ℝ3 we have:

|⟨V ,D�(Mi(z, v))W ⟩| ≤
C
|�||V ||W |

|v||�|+1(1 + �(z, v))
. (2.40)

Proof: Using that Pv
|v|
, P
⟂
v
|v|

are functions with homogeneity −1, the estimate follows by explicit differ-
entiation of the remaining function. □
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Lemma 2.17 Let z ∈ ℂ with 0 ≤ ℜ(z) ≤ 1 and � be a multi-index. Let V ,W ∈ ℂ3 be complex
vectors. Further let n ≥ 1 and f ∈ Hn

�̃
satisfy |f | ≤ Ce−

1
2 |v|. Recall B1, B2 as defined in (2.18)-

(2.19) and C1 defined in (2.15). Then for |�| ≤ 1, there holds
|

|

|

|

ˆ
ℝ3
⟨V , (M1 +M2)(z, v − v′)W ⟩|f (v′) dv′

|

|

|

|

≤ C(1 + �(z, v))B2(z, v)(V ,W ) (2.41)

|

|

|

|

ˆ
ℝ3
⟨V ,D� ((M1 +M2)(z, v − v′)

)

W ⟩f (v′) dv′
|

|

|

|

≤ C
(1 + �(z, v))
(1 + |v|)|�|

C1(z, v)|V ||W |. (2.42)

With the Lemmas above at hand, we can conclude the proof of Theorem 2.9: There exists a C > 0
such that for all A ≥ 1 and there exist �, �0 > 0 s.t. for all R, R̃ > 0, �1 ∈ (0, �0) there is an "0 > 0
such that

|Q�
",A(u0 + f )(u)| ≤ C‖u‖2V n

A,�
.

Then the identity (2.26) implies (possibly changing C)

A‖u"‖
2
V n
A,�

≤ C‖u"‖
2
V n
A,�
+ ‖u0‖

2
Hn
�
. (2.43)

On the other hand, we can use the equation (2.22) to find an estimate for the time derivative. For any
multi-index � with |�| ≤ n we have:

()tD�u") =
∑

�≤�

(

�
�

)


∇ ⋅
(ˆ

(M1 +M2)("z, v − v′)D�u0(v′)
∇(D�−�u"�2�1)(z, v) dv
′
)

−
(

�
�

)


∇ ⋅
(ˆ


∇(M1 +M2)("z, v − v′)D�u0(v′)(D�−�u"�2�1)(z, v) dv
′
)

+
(

�
�

)


∇ ⋅
(ˆ

(M1 +M2)("z, v − v′)
∇(D�f (⋅, v′)D�−�u"�2�1(⋅, v))(z) dv
′
)

−
(

�
�

)


∇ ⋅
(ˆ


∇(M1 +M2)("z, v − v′)(D�f (⋅, v′)D�−�u"(⋅, v))(z) dv′
)

.

(2.44)

Since ‖f‖Xn
A
≤ 1, we can estimate f uniformly in time as:

‖f (t, ⋅)‖Hm
�̃
≤ C, for m ≤ n − 2.

Bringing this to the equation (2.44) and using |M1(z, v)| + |M2(z, v)| ≤ C∕|v| gives

‖)tu"‖V l
A,�

≤ C‖u"‖V n
A,�
, for l ≤ n − 4.

For 0 < �1 ≤ 1∕A and l ≤ n − 4 this yields:

‖u"�2�1(t, ⋅)‖H l
�
≤ C‖u"‖V n

A,�

We assume n ≥ 12, so we know |�| ≤ n − 4 or |� − �| ≤ n − 4. This allows to use (2.44) and infer

‖)t(u" − u0)‖V n−2
A,�

≤ C‖u"‖V n
A,�
.

Furthermore, Poincaré inequality yields

‖)t((u" − u0)��1)‖V n−2
A,�

≤ C‖)t(u" − u0)‖V n−2
A,�
, (2.45)

with a constant independent of �1 > 0. With (2.43) we conclude that we can pick A ≥ 1 large enough
such that (2.24) holds.

□
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3 A priori estimate for the non-Markovian system with the full kernel

3.1 Toolbox

We start by providing some lemmas that will enable us to use equation (2.22) in Laplace variables to
bootstrap estimates on the solution u". To this end, we introduce the following notation.

Notation 3.1 The convolution ∗a is to be understood as (z = a + i!):

(f ∗a g)(z) = (f ∗a g)(a + i!) =
1
2�

ˆ
ℝ
f (i�)g(a + i(! − �)) d�. (3.1)

Lemma 3.2 Let A ≥ 1, �1 ∈ (0, 1∕A), f ∈ ΓnA,�1 (cf. (2.12)) with ‖f‖V n
A,�̃

≤ 1, and assume u solves
equation (2.22). Then for m ≤ n − 4 we have:

‖‖(Dm(u" − u0)�2�1)(z, v)‖L2�‖L1ℜ(z)=0 ≤ C‖u‖V n
A,�
. (3.2)

Proof: By Plancherel’s identity (cf. (2.4)) and the assumption 0 < �1 < 1∕A we have:

‖‖(u"�2�1)‖Hn
�
‖L2(iℝ) + ‖‖(u"�2�1)‖Hn

�
‖L∞(iℝ) ≤ C‖u"‖V n

A,�
. (3.3)

Since supp f ⊂ [0, 2�1] ×ℝ3 and ‖f‖V n
A,�̃

≤ 1, we also have:

‖‖(f )‖Hn
�̃
‖L2(iℝ) + ‖‖(f )‖Hn

�̃
‖L∞(iℝ) ≤ C. (3.4)

We transform equation (2.22) to Laplace variables (recall the notation ∗a introduced in (3.1)):

z(u" − u0) =∇ ⋅
(ˆ

(M1 +M2)("z, v′)
(

(u0 + f )(⋅, v − v′) ∗a ∇(u"�2�1)(⋅, v)
)

(z) dv′
)

−∇ ⋅
(ˆ

(M1 +M2)("z, v′)
(

∇(u0 + f )(⋅, v − v′) ∗a (u"�2�1)(⋅, v)
)

(z) dv′
)

.

Here we have taken advantage of the fact that f is compactly supported to localize u". We use that the
matricesM1,M2 (cf. (2.37)) satisfy |(M1+M2)(z, v)| ≤ 1∕|v|. Hence we can estimate u" as follows:

|z|‖((u" − u0))(z)‖Hk−2
�

≤ C
(

‖(u"�2�1)‖Hk
�
+ ‖(f )(⋅)‖Hk

�
∗ℜ(z) ‖(u"�2�1)(⋅)‖Hk

�
(z)

)

. (3.5)

Inserting the estimates (3.3) and (3.4) above yields:

‖‖((u" − u0))(z)‖Hn−2
�

‖

L
3
2
ℜ(z)=0

≤ C‖u"‖V n
A,�
. (3.6)

We observe that the cutoff functions �2�1 satisfy:

‖ (�2�1)(⋅)‖L1(ℝ) ≤ C. (3.7)

Hence we can infer from (3.6) that u" also satisfies:

‖‖((u" − u0)�2�1)(z)‖Hn−2
�

‖

L
3
2
ℜ(z)=0

≤ C‖u"‖V n
A,�
. (3.8)

Plugging (3.8) back into (3.5), and using (3.7) we find

‖‖(Dm(u" − u0)�2�1)(z, v)‖L2�‖L1ℜ(z)=0 ≤ C‖u‖V n
A,�
, for m ≤ n − 4,

which concludes the proof of the Lemma. □
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We have shown the proof of Theorem 1.1 in Section 2.2, provided the validity of Lemma 2.14.
Proving this result is the crucial part of the paper and the content of this section.

Henceforth wewill use that 1
|v|

is, up to a constant, the fundamental solution to the Laplace equation
on the whole space. This implies that the convolution operator appearing in the Landau equation (1.2),
as well as the operators appearing in the non-Markovian equation (1.7) can be studied in terms of the
inverse of the Laplacian. In the following, we collect the corresponding estimates in the weighted
spaceHn

� introduced in Definition 2.3.
From the theory of the Laplace equation, we have the following straightforward result.

Lemma 3.3 For u ∈ C∞c (ℝ
3), let T [u] be given by the convolution operator

T [u](v) =
ˆ
ℝ3

u(v′)
|v − v′|

dv′. (3.9)

Then T can be extended to a continuous operator T ∶ L2(ℝ3) ⟶ Ḣ2(ℝ3), i.e. for some C > 0 we
have:

‖T [u]‖Ḣ2 ≤ C‖u‖L2 .

Remark 3.4 We write Ḣk(ℝ3) = Ḣk for the homogeneous Sobolev space of k-th order, i.e. the
closure of C∞c (ℝ

3) with respect to the norm:

‖u‖Ḣk ∶= ‖∇ku‖L2(ℝ3).

Lemma 3.5 We have a Sobolev embedding for Ḣ1:

‖u‖L6 ≤ C‖u‖H1 . (3.10)

Furthermore, there is a constant C > 0 such that for all u ∈ H1
� we have

‖u(⋅)e
1
2 |⋅|

‖L6 ≤ C‖u‖H1
�
. (3.11)

Proof: The estimate (3.10) is the classical Gagliardo-Nierenberg inequality. For the proof of (3.11)
we write u ∈ H1

� as u = ũ(v)e−
1
2 |v|. Since the weight function satisfies |∇e−

1
2 |v|

| ∼ e−
1
2 |v|, we have

‖ũ‖H1 ≤ C‖u‖H1
�
.

Now the claim follows from (3.10). □

The main tool to handle the full singularity of the Landau kernel is contained in the following Lemma.
Here we combine the classical results in the Lemmas above with the weighted spaces given by the
weight functions defined in Notation 2.6, to obtainL6loc estimates that are compatible with the structure
of the dissipation functional D�

",A(u) in (2.32).

Lemma 3.6 Recall the weight function � introduced in Notation 2.6. For z ∈ ℂ, let e(z, ⋅) ∈ W 1,1(ℝ3)
be a function satisfying the estimate:

|e(z, v)| ≤ C
|v|(1 + �(z, v))

, |∇e(z, v)| ≤ C
|v|2(1 + �(z, v))

. (3.12)
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For f ∈ L2
�̃
define the function:

E(f )(z, v) ∶=
ˆ
ℝ3
f (v′)e(z, v − v′) dv′. (3.13)

Then the following holds

‖(1 + |v|)2(1 + �(z, v))∇vE(f )‖Lp(B1(v∗)) ≤ Cp‖f‖L2
�̃
, for 1 ≤ p ≤ 6, v∗ ∈ ℝ3. (3.14)

Proof: We decompose the velocity space ℝ3 ⧵ {0} into annuli

Aj ∶= {v ∈ ℝ3 ∶ 2j ≤ |v| < 2j+1}, j ∈ ℤ. (3.15)

For v ∈ ℝ3 a given vector, let j(v) be such that v ∈ Aj(v) and:

I(v) = {j(v) − 1, j(v), j(v) + 1} ⊂ ℤ. (3.16)

A function f ∈ L2
�̃
we write as f (v) = f̃ (v)e−

1
2 |v|. Notice that f̃ satisfies:

‖

‖

‖

‖

‖

‖

f̃ (v)

(1 + |v|)
1
2

‖

‖

‖

‖

‖

‖L2

= ‖f‖L2
�̃
. (3.17)

Then we can estimate the derivative of E using (3.12):

|∇E(f )(z, v)| ≤
∑

k∈ℤ

ˆ
Aj

|f (v′)|
|v − v′|2(1 + �(z, v − v′))

dv′

≤
∑

k∈ℤ⧵I(v)

ˆ
Aj

|f̃ (v′)|e−
1
2 |v

′
|

|v − v′|2(1 + �(z, v − v′))
dv′ +

∑

k∈I(v)

ˆ
Aj

|f̃ (v′)|e−
1
2 |v

′
|

|v − v′|2(1 + �(z, v − v′))
dv′

=∶Z1 +Z2.

We estimate the terms Z1 and Z2 separately. Due to the dyadic scaling we have:

1
|v − v′|2(1 + �(z, v − v′))

≤ C(1 + |v′|) 1
|v|2(1 + �(z, v))

on Ak with k > j(v) + 1,

1
|v − v′|2(1 + �(z, v − v′))

≤ C 1
|v|2(1 + �(z, v))

on Ak with k < j(v) − 1.

Hence we can estimate:

1
|v − v′|2(1 + �(z, v − v′))

≤ C
1 + |v′|

|v|2(1 + �(z, v))
, for v′ ∈ Ak, k ∉ I(v). (3.18)

We use (3.18) to obtain an upper bound for Z1:

|Z1(z, v)| ≤ C
∑

j∈ℤ⧵I(v)

ˆ
Aj

|f̃ (v′)| exp(−2j−3)
(1 + |v|)2(1 + �(z, v − v′))

dv′

≤ C
∑

j∈ℤ⧵I(v)

exp(−2j−3)
(1 + |v|)2(1 + �(z, v))

ˆ
Aj
(1 + |v′|)|f̃ (v′)| dv′.
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For j ∈ ℤ ⧵ I(v) we estimate with Young’s inequality:
ˆ
Aj
(1 + |v′|)|f̃ (v′)| dv′ ≤

‖

‖

‖

‖

‖

‖

f̃ (v)

(1 + |v|)
1
2

‖

‖

‖

‖

‖

‖L2

‖(1 + |v′|)
3
2 )‖L2(Aj )

≤ (1 + 2j)22
3
2 j
‖

‖

‖

‖

‖

f̃
(1 + |v|)

‖

‖

‖

‖

‖L2
.

We use the identity (3.17) for f̃ to find

|Z1(z, v)| ≤ C
∑

j∈ℤ⧵I(v)

exp(−2j−3)
(1 + |v|)2(1 + �(z, v))

((1 + 2j)2j)
3
2

‖

‖

‖

‖

‖

‖

f̃

(1 + |v|)
1
2

‖

‖

‖

‖

‖

‖L2

≤
C‖f‖L2

�̃

(1 + |v|2)(1 + �(z, v))
.

(3.19)

It remains to estimate the term Z2. To this end, for v′ ∈ Aj , j ∈ I(v) we have 1
4 |v| ≤ |v′| ≤ 4|v|.

This yields that the weight function � satisfies, for v, v′ as above:

1
1 + �(z, v − v′)

≤ C 1
1 + �(z, v)

. (3.20)

Furthermore, for v′ ∈ Aj , j ∈ I(v) there holds:

e−
1
2 |v

′
| ≤ e−

1
8 |v|, 0 < c ≤ 1 + |v′|

1 + |v|
≤ C. (3.21)

Combining the estimates (3.20) and (3.21), we obtain a bound for Z2:

|Z2(z, v)| ≤
Ce−

1
8 |v|(1 + |v|)

1
2

1 + �(z, v)
∑

j∈I(v)

ˆ
Aj

|f̃ (v′)|∕(1 + |v′|)
1
2

|v − v′|2
dv′. (3.22)

The convolution can be estimated using Lemma 3.3 and (3.17):
‖

‖

‖

‖

‖

‖

∑

j∈I(v)

ˆ
Aj

|f̃ (v′)|∕(1 + |v′|)
1
2

| ⋅ −v′|2
dv′

‖

‖

‖

‖

‖

‖Ḣ1

≤ C
‖

‖

‖

‖

‖

‖

f̃ (v)

(1 + |v|)
1
2

‖

‖

‖

‖

‖

‖L2

= C‖f‖L2
�̃
.

Then the Sobolev embedding (3.10) yields:

‖

ˆ
Aj

|f̃ (v′)|∕(1 + |v′|)
1
2

| ⋅ −v′|2
dv′‖L6 ≤ C‖f‖L2

�̃
. (3.23)

Bringing this estimate to (3.22), we obtain:

‖(1 + |v|)2(1 + �(z, v))Z2(z, v)‖Lp(B1(v∗)) ≤ Cp‖f‖L2
�̃
, for 1 ≤ p ≤ 6, v∗ ∈ ℝ3. (3.24)

Combining (3.19) and (3.24) gives the claim of the Lemma. □

Definition 3.7 Let Λ is given byM1,M2 (cf. (2.37)) as:

Λ[f ](z, �, v) =
ˆ
ℝ3

ˆ ∞

0

(

M1 +M2
)

(z, v − v′)e−i�sf (s, v′) ds dv′. (3.25)
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Using the Plancherel identity (2.4) the functionals Q�,�
",A can be expressed as:

(2�)
1
2Q�,�

",A[f ](u) =
ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇(�(D�u)(z)),Λ[f ]("z, ! − �)(∇D�u)(p)⟩ dv d� d!

−
ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇((D�u)�)(z),∇ ⋅ Λ[f ]("z, ! − �)(D�u)(p)⟩ dv d� d!.

(3.26)

We now prove that (3.14) yields an estimate for quadratic functionals of a certain form. This will
allow us to obtain a bound for the functionalsQ�,�

",A in terms of the dissipationD�
",A (cf. (2.32)) and the

average-in-time norm V n
A,�.

Corollary 3.8 There exists C > 0 such that for all v∗ ∈ ℝ3, z ∈ ℂ withℜ(z) ≥ 0 and |�| = 1:

‖(1 + �(z, v))(1 + |v|2)D�(K)[g]‖L6(B1(v∗)) ≤ C‖g‖L2
�̃
. (3.27)

Proof: By the identity (2.39) we have:

(K[g])(z, v) =
ˆ
(M1 +M2)(z, v − v′)g(v′) dv′, (3.28)

whereM1,M2 are given by (2.37). We now use (2.40) to infer that e(z, v) ∶= (M1 +M2)(z, v − v′)
satisfies the assumptions of Lemma 3.6, which proves (3.27). □

Corollary 3.9 For all A ≥ 1 and v∗ ∈ ℝ3, z, p ∈ ℂ,ℜ(z) ≥ 0,ℜ(p) ≥ 0, |�| = 1:

‖(1 + �(z, v))(1 + |v|2)D�Λ[g](z, p, v)‖L6(B1(v∗)) ≤ C‖g(p, ⋅)‖L2
�̃

(3.29)

Lemma 3.10 Let f ∈ ΩA,�
R̃,�1,R,"

with A ≥ 1, R, R̃ > 0, ", �, �1 ∈ (0, 1). Further let |�| ≤ n − 6. Then
we can estimate:

|

|

|

|

ˆ
e−is�∇�f (s, v) ds

|

|

|

|

≤ C(A) e−
1
2 |v|

(1 + |�|2)
min{� +

R"|�|
(1 + "|�|)

, R
(1 + "|�|)

}, for � ∈ ℝ. (3.30)

Proof: By definition of ΩA,�
R̃,�1,R,"

, the estimate above holds for � ∈ ℂ with ℑ(�) = −a = −A∕2.

Further f ∈ ΩA,�
R̃,�1,R,"

yields supp f ⊂ [0, 2]×ℝ3, so f (t, v) = f (t, v)�2(t), hence the estimate follows
by the convolution identity for Laplace transforms. □

Lemma 3.11 (Estimate for � small) Let % be a function satisfying %(v) ≤ Ce|v|. For any c > 0 there
exists C > 0 such that for A ≥ 1 and �1 ∈ (0, 1∕A) we have: If f ∈ Ω

A,�
R̃,�1,R,"

and u" satisfies (2.22),
then we have:

|

|

|

|

ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇D�u"(z)%,D�Λ[f ]("z, ! − �)(D�(u" − u0))(p)⟩ dv d� d!

|

|

|

|

≤ cD�
",A(u") + C‖u"‖

2
V n
A,�
,

(3.31)

for multi-indices �, �, � with |�| ≤ n − 5, |�| ≤ n, 1 ≤ |�| ≤ n. Here z = a + i!, p = a + i�.
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Proof: We start by estimating the integral in �. We introduce the functionH"(z, v) given by:

H"(z, v) =
ˆ
D�Λ[f ]("z, p)(D�(u" − u0))(i(! − �)) d�

=
ˆ
D�Λ[f ]("z, p)(D�(u" − u0)�2�1)(i(! − �)) d�.

Furthermore, Corollary 3.9 gives an estimate for Λ[f ]:

‖(1 + �(z, v′))(1 + |v′|2)D�Λ[f ]("z, p, v′)‖L6(B1(v)) ≤ C‖(f )(p, ⋅)‖Hn
�̃
. (3.32)

Now we pick a Vitali covering of the space ℝ3. More precisely, we cover the space with the col-
lection of balls given by

(

B 1
3
(v)

)

v∈ℝ3
. By Vitali’s covering Lemma there is a sequence of balls ,

(B1(vk))k∈ℕ ⊂ ℝ3 such that

ℝ3 =
⋃

k∈ℕ
B1(vk), B 1

3
(vj) ∩ B 1

3
(vk) = ∅, for j ≠ k.

Using that B 1
3
(vk) are disjoint, the balls Bk ∶= B1(vk) satisfy

(

∑

k∈ℕ
‖f‖pLp(Bk)

)1∕p

≤ ‖f‖Lp(ℝ3). (3.33)

Now we apply Sobolev embedding on the balls Bk:

‖(D�(u" − u0)�2�1)(z, v)e
1
2 |v|

‖L3(Bk) ≤ C‖(D�(u" − u0)�2�1)(z, v)e
1
2 |v|

‖H1(Bk). (3.34)

Now we start estimatingH"(z, v). With the estimate (3.33) we obtain (here p = a + i�, a = A∕2):

‖‖(1 + �(z, v))(1 + |v|2)H"(z, v)e
1
2 |v|

‖L2(ℝ3)‖L2ℜ(z)=a

≤ C‖
ˆ
ℝ
‖(1 + �)(1 + |v|2)D�Λ[f ]("z, p)(D�(u" − u0)�2�1)(z − p)e

1
2 |v|

‖L2(ℝ3) d�‖L2ℜ(z)=a

≤ C‖
ˆ
ℝ

(

∑

k
‖(1 + �)(1 + |v|2)D�Λ[f ]("z, p)(D�(u" − u0)�2�1)(z − p)e

1
2 |v|

‖

2
L2(Bk)

)
1
2

d�‖L2ℜ(z)=a .

On each ball Bk we apply Young’s inequality and obtain:

‖

‖

‖

‖

(1 + �)(1 + |v|2)D�Λ[f ]("z, p)(D�(u" − u0)�2�1)(z − p)e
1
2 |v|

‖

‖

‖

‖

2

L2(Bk)

≤ ‖(1 + �)(1 + |v|2)D�Λ[f ]("z, p)‖2L6(Bk)‖(D
�(u" − u0)�2�1)(z − p)e

1
2 |v|

‖

2
L3(Bk)

.

Using |�| ≤ n − 5 and the estimates (3.32) and (3.34) on each ball Bk we get:

‖‖(1 + �(z, v))(1 + |v|2)H"(z, v)e
1
2 |v|

‖L2(ℝ3)‖L2ℜ(z)=a

≤ C‖
ˆ
ℝ
‖(f )(p)‖Hn

�̃

(

∑

k
‖(D�(u" − u0)�2�1)(i(! − �))e

1
2 |v|

‖

2
L3(Bk)

)
1
2

d�‖L2ℜ(z)=a

≤ C‖
ˆ
ℝ
‖(f )(p)‖Hn

�̃

(

∑

k
‖((u" − u0)�2�1)(i(! − �))e

1
2 |v|

‖

2
Hn−4(Bk)

)
1
2

d�‖L2ℜ(z)=a .

(3.35)
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By assumption, f ∈ ΩA,�
R̃,�1,R,"

, therefore:

‖‖(f )(p)‖Hn
�̃
‖L2ℜ(p)=a

≤ 1. (3.36)

We insert the estimates (3.36) and (3.33) into (3.35):

‖‖(1 + �(z, v))(1 + |v|2)H"(z, v)e
1
2 |v|

‖L2(ℝ3)‖L2ℜ(z)=a
≤ C‖‖((u" − u0)�2�1)(z)‖Hn−2

�
‖L1ℜ(z)=0

.

Applying (3.2), we conclude

‖‖(1 + �(z, v))(1 + |v|2)H"(z, v)e
1
2 |v|

‖L2(ℝ3)‖L2ℜ(z)=a
≤ C‖u‖V n

A,�
. (3.37)

We recall the definition of the dissipation function D�
",A (cf. (2.32)) and observe that:

‖

∇D�(u)
(1 + �("z, v))(1 + |v|2)

‖V 0A,�
≤ CD�

",A. (3.38)

Finally, combining the estimates (3.37) and (3.38) yields:

|

|

|

|

ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇D�(u")(z)%,D�Λ[f ]("z, ! − �)(D�(u" − u0))(p)⟩ dv d� d!

|

|

|

|

≤ ‖

∇D�(u)
(1 + �("z, v))(1 + |v|2)

‖V 0A,�
‖u‖V n

A,�
≤ cD�

",A + C‖u‖V n
A,�
,

as claimed. □

Lemma 3.12 (Estimate for � large) Let %(v) be a function satisfying |%(v)| ≤ Ce−
1
2 |v|. For c > 0

given, there exists C > 0 such that for all A ≥ 1 there is a �0(A) > 0 small, such that ∀� ∈ (0, �0),
R > 0 we can choose " > 0 small enough such that

|

|

|

|

ˆ
⟨%(v)∇D�(u), D�Λ[f ]("z, ! − �)D�(u)(p, v)⟩ dv d! d�

|

|

|

|

≤ cD�
",A(u) + C‖u‖

2
V n
A,�
, (3.39)

for all |�|, |�| ≤ n, 1 ≤ |�| ≤ n − 6, �1 ∈ (0, 1), R̃ > 0 and f ∈ ΩA,�
R̃,�1,R,"

.

Proof: Let A ≥ 1. Since |�| ≥ 1, the estimate (2.40) and Lemma 3.10 allow to choose �0(A) such that
for � ∈ (0, �0), and R > 0 we have

|D�Λ[f ]("z, ! − �)| ≤ 1
(1 + |v|2)(1 + �("z, v))(1 + |! − �|2)

,

provided " > 0 is small enough. This implies that we can bound

|

|

|

|

ˆ
⟨%(v)∇D�(u), D�Λ[f ]("z, ! − �)D�(u)(z, v)⟩ dv d! d�

|

|

|

|

≤
ˆ

%(v)|∇D�(u)|
(1 + |v|2)(1 + �("z, v))(1 + |! − �|2)

|D�(u)(p, v)| dv d! d� ≤ cD�
",A + C‖u‖V n

A,�
,

as was claimed. □
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3.2 Proof of Lemma 2.14

Proof of Lemma 2.13. We split the left-hand side of (2.36) as:
∑

�<�

(

�
�

)

|Q�,�
",A[f ](u)| =

∑

�<�,|�|≤n−4

(

�
�

)

|Q�,�
",A[f ](u)| +

∑

�<�,|�|>n−4

(

�
�

)

|Q�,�
",A[f ](u)|

=∶ I1 + I2.

We start by estimating I1. To this end, rewrite the quadratic functionalsQ
�,�
",A[f ](u) using Plancherel’s

theorem:

Q�,�
",A[f ](u) =(2�)

− 1
2 (J �,�1 + J �,�2 ), (3.40)

where J �,�1 is given by

J �,�1 =
ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇(D�(u)�)(z), D�−�Λ[f ]("z, ! − �)(∇D�(u − u0))(p)⟩ dv d� d!

+
ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇(D�(u)�)(z),∇ ⋅D�−�Λ[f ]("z, ! − �)(∇D�(u − u0))(p)⟩ dv d� d!,

(3.41)

and J2 by

J �,�2 =
ˆ
ℝ

ˆ
⟨∇(D�(u)�)(z), D�−�

ˆ
(M1 +M2)("z, v − v′)(f )(z, v′) dv′D�u0⟩ dv d!

+
ˆ
ℝ

ˆ
⟨∇(D�(u)�)(z),∇ ⋅D�−�

ˆ
(M1 +M2)("z, v − v′)(f )(z, v′) dv′D�u0⟩ dv d!.

(3.42)

We apply Lemma 3.11 to infer

J �,�1 ≤ cD�
",A(u) + C‖u‖

2
V n
A,�
, for |�| ≤ n − 6.

The bound for J �,�2 follows similarly. By assumption u0 ∈ Hn
� , and Corollary 3.9 gives:

J �,�2 ≤ cD�
",A(u), for |�| ≤ n − 4.

Therefore, we have

I1 ≤ cD�
",A(u) + C‖u‖

2
V n
A,�
. (3.43)

It remains to prove the same estimate for I2. We write Q�,�
",A[f ](u) as:

Q�,�
",A[f ](u) =

ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇(D�(u)�)(z), D�−�Λ[f ]("z, ! − �)(∇D�u)(p)⟩ dv d� d!

+
ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇(D�(u)�)(z),∇ ⋅D�−�Λ[f ]("z, ! − �)(D�u)(p)⟩ dv d� d!.

Since |�| ≥ n − 5, we have |� − �| ≤ 5. By assumption n ≥ 12, hence we can apply Lemma 3.12 to
get:

I2 ≤ cD�
",A(u) + C‖u‖

2
V n
A,�
. (3.44)

Combining (3.43) and (3.44) proves (2.36).
□
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4 Appendix

4.1 Proof of Lemma 2.13

Proof of Lemma 2.13. To prove a bound for the functional Q�,�
",A[f ] in terms of the dissipation D�

",A
(cf. (2.32)), we make use of its symmetry properties. The proof and the lemmas contained therein is
similar to the proof of Lemma 4.9 in [15].

We start by introducing some notation. For " > 0, v ∈ ℝ3, z = a+ i!, p = a+ i� ∈ ℂ, define the
matrices L1, L2:

L1(", z, p, v) ∶=
1
2
(M1("z, v) +M1("p, v)), L2(", z, p, v) ∶=

1
2
(M2("z, v) +M2("p, v)), (4.1)

and the symmetrized kernel Λs by (again writing z = a + i!, p = a + i�):

Λs[f ](", z, p, v) ∶= Λ1[�](", z, p, v) + Λ2[f ](", z, p, v)

Λ1[f ](", z, p, v) ∶=
ˆ
ℝ3⧵B1(0)

L1(", z, p, v′)
(ˆ ∞

0
e−is(!−�)f (s, v − v′) ds

)

dv′

Λ2[f ](", z, p, v) ∶=
ˆ
ℝ3⧵B1(0)

L2(", z, p, v′)
(ˆ ∞

0
e−is(!−�)f (s, v − v′) ds

)

dv′.

(4.2)

We split the kernel L2 into two terms:

N2(", z, p, v) = L2(", z, p, v) −N1(", z, p, v),where (4.3)

N1(", z, p, v) =
1

|v|2
"(a + i(� − !))

(1 + "z
|v|
)2(1 + "p

|v|
)2
Pv. (4.4)

Further define Λ0(z, v) by

Λ0[f ](z, �, v) =
ˆ
B1(0)

ˆ ∞

0

(

M1 +M2
)

(z, v′)e−i�sf (s, v − v′) ds dv′. (4.5)

We will make use of the following straightforward estimates (compare Lemma 4.6 in [15]).

Lemma 4.1 Let a > 0 and z = a + i!, p = a + i�, and 0 < " ≤ 1
a
. For V ,W ∈ ℂ3 and L1 as

introduced in (4.1), we have

|⟨V ,L1(", z, p, v)W ⟩| ≤ C
|P⟂v V ||P

⟂
v W |

1 + |v|
1 + "|� − !|

(1 + �("z, v))(1 + �("p, v))
, for |v| ≥ 1. (4.6)

Similarly we have an estimate forN2:

|⟨V ,N2(", z, p, v)W ⟩| ≤ C
|V ||W |

1 + |v|3
"2|p||z| + "2|p||z|(1 + "|� − !|)
(1 + �("z, v))2(1 + �("p, v))2

, for |v| ≥ 1. (4.7)

For the terms involving N1, we can extract extra decay from the fact that any f ∈ ΩA,�
R̃,�1,R,"

has zero
average.
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Lemma 4.2 Let N1 be given by (4.4). Assume that ℎ ∈ L2
�̃
satisfies |ℎ(v)| ≤ R1e

− 1
2 |v| almost every-

where and has mean zero:
ˆ
ℎ(v) dv = 0. (4.8)

For a > 0, " ∈ (0, 1
a
], z = a + i!, p = a + i� ∈ ℂ we have:

|

|

|

|

|

ˆ
ℝ3⧵B1

⟨V ,N1(", z, p, v′)W ⟩ℎ(v − v′) dv′
|

|

|

|

|

≤
CR1|V ||W |(1 + "|! − �|)

(1 + |v|3)(1 + �("z, v))2(1 + �("p, v))2
. (4.9)

Similarly, for L1 andN2 we have the bounds:

|

|

|

|

|

ˆ
ℝ3⧵B1

⟨V ,L1(", z, p, v′)W ⟩ℎ(v − v′) dv′
|

|

|

|

|

≤
CR1|P⟂v V ||P

⟂
v W |(1 + "|� − !|)

(1 + |v|)(1 + �("z, v))(1 + �("p, v))
, (4.10)

|

|

|

|

|

ˆ
ℝ3⧵B1

⟨V ,N2(", z, p, v′)W ⟩ℎ(v − v′) dv′
|

|

|

|

|

≤
CR1|V ||W |

1 + |v|3
"2|p||z| + "2|p||z|(1 + "|� − !|)
(1 + �("z, v))2(1 + �("p, v))2

.

(4.11)

Proof: The estimates (4.10) and (4.11) follow directly from (4.6) and (4.7) respectively.
In order to prove (4.9), we use the mean zero property (4.8) to obtain:
ˆ
ℝ3⧵B1

N1(", z, p, v′)ℎ(v − v′) dv′ =
ˆ
ℝ3⧵B1

(

N1(", z, p, v′) −N1(", z, p, v)
)

ℎ(v − v′) dv′. (4.12)

For |v| ≤ 1 the estimate is straightforward. For |v|, |v′| ≥ 1, we estimate the difference above using
the mean value theorem:

|N1(", z, p, v′) −N1(", z, p, v)| ≤ C max
v1,v2∈{v,v′}

|v − v′|(1 + "|� − !|)
(1 + |v1|3)(1 + �("z, v2))(1 + �("p, v2))

.

We plug this estimate and the assumption |ℎ(v)| ≤ R1e
− 1
2 |v| into (4.12) to conclude the proof. □

Lemma 4.3 The following integral bound holds:
ˆ
ℝ

R"|�|
(1 + "|�|)(1 + |�|)2

d� ≤ CR"
1
2 . (4.13)

Lemma 4.4 Recall Λ0 introduced in (4.5). For f ∈ Ω
A,�
R̃,�1,R,"

we have:

|Λ0[f ](z, �, v)| ≤
C(A)
1 + |�|2

(

� +
R"|�|
1 + |"�|

)

e−
1
2 |v|

1 + |z|
.

Proof: Follows from Lemma 3.10 and the explicit form ofM1 andM2 (cf. (2.37)). □
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Now we are in the position to finish the proof of Lemma 2.13. We use the representation of
Q�,�
",A[f ](u) in (3.26) and split it into three parts:

(2�)
1
2Q�,�

",A[f ](u) =
ˆ
ℝ

ˆ
ℝ

ˆ
⟨�(∇D�u)(z),Λ[f ]("z, ! − �)(∇D�u)(p)⟩ dv d� d!

+
ˆ
ℝ

ˆ
ℝ

ˆ
⟨(D�u)(z)∇(�),Λ[f ]("z, ! − �)(∇D�u)(p)⟩ dv d� d!

−
ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇((D�u)�)(z),∇ ⋅ Λ[f ]("z, ! − �)(D�u)(p)⟩ dv d� d!

=J1 + I3 + J2.

(4.14)

The proof is very similar to the proof of Lemma 4.9 in [15]. We estimate the terms J1, I3, J2 separately,
starting with J1 To this end, we write V = ∇D�(u) and recall Λ0 (cf. (4.5)) and Λ1, Λ2 introduced
in (4.2). We symmetrize in z, p, making use of the fact that the integrals are real valued:

J1 =
ˆ
⟨�(v)V ,Λ[f ]("z, ! − �)V ⟩ dv d! d�

=
ˆ
⟨�(v)V ,Λ0[f ]("z, ! − �, v)V ⟩ dv d! d� +

ˆ
⟨�(v)V ,Λs[f ]("z, ! − �)V ⟩ dv d! d�.

The first term can be bounded by the dissipation functionalD�
",A (cf. (2.32)) using Lemma 4.4. Choos-

ing �(A) > 0 and "(�, R,A, c) > 0 small enough, (4.13) yields:
|

|

|

|

ˆ
⟨�(v)V ,Λ0[f ]("z, ! − �, v)V ⟩ dv d! d�

|

|

|

|

≤ c
6
D�
",A. (4.15)

We write the second term in terms of Λ1, Λ2 introduced in (4.2):ˆ
⟨�V ,Λs[f ]("z, ! − �)V ⟩ dv d! d�

=
ˆ
⟨�V , (Λ1 + Λ2)[f ]("z, ! − �)V ⟩ dv d! = I1 + I2.

We use (4.10) and Lemma 3.10 to estimate:

|I1| ≤C
ˆ
ℝ

ˆ
ℝ

ˆ ˆ
�
|P⟂(v−v′)V (z, v)||P

⟂
(v−v′)V (p, v)|

|v − v′|
(1 + "|� − !|)|(f )(i(� − !), v′)|
(1 + �("z, v − v′))(1 + �("p, v − v′))

≤C(A)
ˆ
ℝ

ˆ
ℝ

ˆ �|V (z, v)|v|V (p, v)|v
(1 + |v|)(1 + �("z, v))(1 + �("p, v))

R"|� − !|
(1 + "|� − !|)(1 + |� − !|)2

+C(A)
ˆ
ℝ

ˆ
ℝ

ˆ �|V (z)|v|V (p)|v
(1 + |v|)(1 + �("p, v))(1 + �("z, v))

YR,",�(� − !).

Choosing �(A) > 0 and "(�, R,A, c) > 0 small enough, (4.13) yields:

|I1| ≤
c
6
D�
",A. (4.16)

The estimate for I2 follows similarly: After splitting into

|I2| ≤
|

|

|

|

ˆ
ℝ

ˆ
ℝ

ˆ
⟨�V (z, v)(z, v)N1(", z, p, v)V (p, v)⟩(f )(i(� − !), v′) dv′ dv d� d!

|

|

|

|

+
|

|

|

|

ˆ
ℝ

ˆ
ℝ

ˆ
⟨�V (z, v)(z, v), N2(", z, p, v)V (p, v)⟩(f )(i(� − !), v′) dv′ dv d� d!

|

|

|

|

= I2,1 + I2,2,
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we can estimate I2,1 using Lemma 4.2 and (4.13), and I2,2 using (4.11) and (4.13). Therefore, we
obtain |I2| ≤

c
6D

�
",A, and in combination with (4.16) this yields:

|J1| ≤
c
2
D�
",A. (4.17)

Next we estimate I3. After an integrating by parts (we use the shorthandW (z, v) = (D�u)(z, v)) the
term reads:

I3 = −
ˆ
ℝ

ˆ
ℝ

ˆ
⟨W (z, v)∇2(�),Λ("z, ! − �, v)W (p, v)⟩ dv d� d!

−
ˆ
ℝ

ˆ
ℝ

ˆ
⟨W (z, v)∇(�),∇ ⋅ Λ("z, ! − �, v)W (p, v)⟩ dv d� d!

−
ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇W (z, v)⊗ ∇(�),Λ("z, ! − �, v)W (p, v)⟩ dv d� d!.

The first two lines are bounded by 1
4
‖u‖2V n

A,�
by Lemma 3.12. For the estimate of the last line we use

�(v) = Pv�(v). Then we recall the definition of Λ (cf. (3.25)) and apply (2.41) and Lemma 3.10 to
get:

|∇�Λ[f ]("z, �, v)| ≤ C(A)
(1 + �(z, v))B2(z, v)(V , Pv(∇�))

(1 + |�|2)
(� +

R"|�|
(1 + "|�|)

). (4.18)

With Young’s inequality and choosing ", � > 0 small enough, we estimate I3 by:

|I3| ≤
1
2
‖u‖2V n

A,�
+
|

|

|

|

ˆ
ℝ

ˆ
ℝ

ˆ
⟨∇W (z, v)⊗ ∇(�),Λ("z, ! − �, v)W (p, v)⟩ dv d� d!

|

|

|

|

≤ c
4
D�
",A +

1
2
‖u‖2V n

A,�
.

(4.19)

To bound J2 we apply Lemma 3.12 to obtain:

|J2| ≤
c
4
D�
",A +

1
2
‖u‖2V n

A,�
. (4.20)

Finally, we return to the decomposition (4.14). From the estimates (4.20), (4.19) and (4.17) we get the
estimate:

(2�)
1
2Q�,�

",A[f ](u) ≤ cD�
",A + ‖u‖2V n

A,�
,

as claimed in the statement of the Lemma. □

4.2 Proof of Lemma 2.10

Proof of Lemma 2.10. The proof presented here follows along the same lines as the proof of Theo-
rem 4.10 in [15].
Step 1: Picking A, � > 0

We start by picking A, �, �0 > 0 as in Theorem 2.9. Then for all R, R̃ > 0, �1 ∈ (0, �0), for
" ∈ (0, "0) small enough and 
, �2 ∈ (0,

1
2
) arbitrary the mapping  �1 satisfies

‖Ψ�1(f )‖V n
A,�

≤ 1, ‖)tΨ�1(f )‖V n−2
A,�

≤ 1.
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By definition of ��1 , the mapping  �1 maps into ΓnA,�1 . We will pick the remaining coefficients in
the order R̃, �1, R, and finally �2, " small enough to show that ΩA,�

R̃,�1,R,"
is left invariant by  �1 . The

invariance is proved using equation (2.22) in Laplace variables (dropping the smoothing parameter

 > 0 for brevity):

()tu") = z(u" − u0) = ∇ ⋅
(ˆ

(M1 +M2)("z, v − v′)u0(v′)∇(u"�1)(z, v) dv′
)

−∇ ⋅
(ˆ

(M1 +M2)("z, v − v′)∇u0(v′)(u"�1)(z, v) dv′
)

+∇ ⋅
(ˆ

(M1 +M2)("z, v − v′)u0(v′)
(

f (⋅, v′)∇u"(⋅, v)�1
)

(z) dv′
)

−∇ ⋅
(ˆ

(M1 +M2)("z, v − v′)
(

∇f (⋅, v′)u"(⋅, v)�1
)

(z) dv′
)

.

(4.21)

Note that we can localize u"�1 in time using the Volterra structure of the equation. We will make use
of the equation above to bootstrap the apriori estimate on (u") to pointwise estimates and thus show
invariance of the set ΩA,�

R̃,�1,R,"
under  �1 . For our choice of A, � > 0 we have:

‖u"‖V n
A,�
+ ‖)tu"‖V n−2

A,�
≤ C.

Using the compact support of f ∈ ΩA,�
R̃,�1,R,"

and u"�1 we conclude, possibly changing C(A, �):

‖f‖V n
0,�
+ ‖)tf‖V n−2

0,�
≤ C(A, �), ‖u"�1‖V n

0,�
+ ‖)t(u"�1)‖V n−2

0,�
≤ C(A, �).

In particular we can bound:

‖‖(f )(z, ⋅)‖Hn−2‖L1ℜ(z)=0
≤ C(A, �), ‖‖((u" − u0)�1)(z, ⋅)‖Hn−2‖L1ℜ(z)=0

≤ C(A, �).

Using the Laplace representation (4.21) we conclude:

|‖((u" − u0)�1)(z, ⋅)‖Hn−2‖L1ℜ(z)=0
+ ‖‖((u" − u0)�1)(z, ⋅)‖Hn−2‖L∞ℜ(z)=0

≤ C(A, �). (4.22)

Step 2: Picking R̃ > 0
With the notation introduced in (3.1) we have


(

f (⋅, v′)u"(⋅, v)�1
)

(z) =
(

(f )(⋅, v′) ∗a (u"�1)(⋅, v)
)

(z).

Now plugging (4.22) into (4.21) and applying Young’s inequality yields:

sup
t∈[0,1]

‖)t(u" − u0)‖Hn−4
�̃

≤ C(A, �).

Now since u"(0, ⋅) − u0(⋅) = 0, we can pick R̃ such that:

sup
t∈[0,1]

‖)t �1(f )(t, ⋅)‖Hn−4
�̃

≤ R̃. (4.23)

Step 3: Picking �1, R > 0
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We now define the functions p", q" given by:

)tp" =∇ ⋅

(ˆ t

0

ˆ e−s∕"P⟂v′
"

(u0 + f )(t − s, v − v′)∇u"(t − s, v) dv′ ds

)

−∇ ⋅

(ˆ t

0

ˆ e−s∕"P⟂v′
"

∇(u0 + f )(t − s, v − v′)u"(t − s, v) dv′ ds

)

, p"(0) = u0,

z(q") =∇ ⋅
(ˆ

M2("z, v′)(u0 + f )(⋅, v − v′)∇u"(⋅, v))(z) dv′
)

−∇ ⋅
(ˆ

M2("z, v′)∇(u0 + f )(⋅, v − v′)u"(⋅, v))(z) dv′
)

.

(4.24)

Making use of the explicit Laplace transform:

�2

4"
(e−t∕")P⟂v =M1("z, v),

we infer the identity

u" = p" + q". (4.25)

Further, we observe that plugging the estimate (4.22) into (4.21) yields:

|∇m((u" − u0)��1)| ≤
C(A, �1)e

− 1
2 |v|

|1 + "z|(1 + |z|2)
, m ≤ n − 6 (4.26)

|∇m(q"��1)| ≤
C(A, �1)"|z|e

− 1
2 |v|

|1 + "z|(1 + |z|2)
, m ≤ n − 6. (4.27)

In particular we can estimate:

|)t∇mq"| ≤ Ce−
1
2 |v|. (4.28)

To estimate p", we decompose it further. To this end, let b be the function given by:

b(t, r) ∶= e−tr

r2
+ t
r
− 1
r2
,

which satisfies the equation

)tb(t, r) =
1 − e−rt

r
, )ttb(t, r) = e−rt, b(0, v) = 0. (4.29)

Now for any u0 ∈ Hn
� , we define a boundary layer function B(t, v; u0) = ∇ ⋅ BF (t, v; u0) by:

BF (t, v; u0) ∶=
ˆ
�2

4

b(t, |v
′
|

"
)P⟂v′

"
(

u0(v − v′)∇u0(v) − ∇u0(v − v′) u0(v)
)

dv′. (4.30)

By construction, B = ∇ ⋅ BF then satisfies:

)ttB(t, v) = ∇ ⋅
⎛

⎜

⎜

⎝

ˆ
�2

4
e−

t|v′|
" P⟂v′
"

(

u0(v − v′)∇u0(v) − ∇u0(v − v′)u0(v)
)

dv′
⎞

⎟

⎟

⎠

,

B(0, v) = 0 )tB(0, v) = 0.
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If u0 = m(v) is a Maxwellian distribution, the boundary layer B vanishes. To see this, we note that
∇m(v) = − v

�2
m(v), hence

P⟂v′
(

m(v − v′)∇m(v) − ∇m(v − v′)m(v)
)

= −P⟂v′
v′

�2
m(v − v′)m(v) = 0,

and
B(t, v;m) = 0. (4.31)

Computing the second time derivative of p", we find:

)ttp" =∇ ⋅
⎛

⎜

⎜

⎝

ˆ t

0

ˆ
�2

4
e−

s|v′|
" P⟂v′
"

)t((u0 + f )(t − s, v − v′)∇u"(t − s, v)) dv′ ds
⎞

⎟

⎟

⎠

−∇ ⋅
⎛

⎜

⎜

⎝

ˆ t

0

ˆ
�2

4
e−

s|v′|
" P⟂v′
"

)t(∇(u0 + f )(t − s, v − v′))u"(t − s, v) dv′ ds
⎞

⎟

⎟

⎠

+∇ ⋅
⎛

⎜

⎜

⎝

ˆ
�2

4
e−

t|v′|
" P⟂v′
"

(

u0(v − v′)∇u0(v) − ∇u0(v − v′)u0(v)
)

dv′
⎞

⎟

⎟

⎠

=R1 + R2 + )ttB.

Since supt∈[0,1] ‖)tf (t, ⋅)‖Hn−4
�̃

≤ R̃ by assumption, we obtain for m ≤ n − 6:

|)tt∇m(p" − B)(t, v)| = |∇m(R1(t, v) + R2(t, v))| ≤ CR̃e−
1
2 |v|, for t ∈ [0, 1],

Combined with the lemma above this shows:

|)tt(∇m(p" − B)��1)| ≤ CR̃e−
1
2 |v|(1 + t

�1
+ t2

�21
)��1 , for t ∈ [0, 1].

After integrating by parts twice this allows to bound the Laplace transform by:

|(∇m(p" − B)��1)(z, v)| ≤
CR̃e−

1
2 |v|

|z|2

ˆ ∞

0
Ce−

1
2 |v|(1 + t

�1
+ t2

�21
)��1 dt ≤

CR̃e−
1
2 |v|

|z|2
�1.

This on the other hand implies that on the lineℜ(z) = a we have:

|(∇m(p" − B)��1)(z, v)| ≤
�1CR̃e

− 1
2 |v|

1 + |z|2
, for m ≤ n − 6.

Now we first pick �1 > 0 such that:

|(∇m(p" − B)��1)(z, v)| ≤
1
2
�e−

1
2 |v|

1 + |z|2
, for m ≤ n − 6, (4.32)

and secondly R > 0 depending on �1 as the largest constant appearing on the right-hand sides of
(4.26)-(4.27).
Step 4: Picking �2 > 0
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Finally, we consider the explicitly given function B. Since we consider initial data of the form
u0 = m + �2v0, we can make use of the fact that the Maxwellian does not contribute to the boundary
layer (cf. (4.31)) to obtain:

|(∇mB��1)(z, v)| ≤ C(�1)
�2e

− 1
2 |v|

1 + |z|2
, for m ≤ n − 6.

Now we choose �2 > 0 small enough such that

|(∇mB��1)(z, v)| ≤
1
2
�e−

1
2 |v|

1 + |z|2
, for m ≤ n − 6. (4.33)

Then we decompose  �1(f ) into the functions:

u" = u",1 + u",2
u",1 = p"��1 , u",2 = q"��1 .

Then for the choice of A, �, R̃, �1, R, �2 > 0 the estimates (4.32)-(4.33) show

‖u",1‖EA ≤ �.

Furthermore, we picked R as the largest constant in (4.26)-(4.27), hence

‖ �1(f )‖GA ≤ R. (4.34)
‖u",2‖F",A ≤ R. (4.35)

Since we chose R̃ > 0 to satisfy (4.23) we conclude  �1(f ) ∈ Ω
A,�
R̃,�1,R,"

. □
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